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1 ArcGIS Review

1.1 Objective

The first lab has as main objective the refreshment of the main GIS concepts. The focus is placed
on data type, spatial manipulation, and data editing.

For those students that have limited knowledge of ArcGIS, you should start by first taking the
GIS course online offered free by ESRI: Getting Started with GIS, which is around 3 hours long.

1.2 Software

The lab, as almost all the course, uses the GIS software developed by ESRI. There are two
possible avenues to complete this lab and the course: ArcMAP or ArcGIS Pro. The lab is
developed for ArcMAP, but the concept and interface are almost the same with ArcGIS Pro. For
people interested in the free version, the QGIS is an option, but the labs are not designed for that
software. Nevertheless, if one or more students want to use QGIS, | would help them.

1.3 Files Used in This Lab

The files used in this Lab are located on Canvas under the Week#1 module, the Lab1 link. The
files are zipped under the name FE444 Lab01.zip. Inside the zip file there are the following
spatial files:
e The shapefile of the stream layer of the HJ Andrews Experimental Forest:
o HJA_Streams. There are at least 4 files that comprise a shapefile to be used inside
ArcGIS, which are distinguished by extensions: .shp, .shx, .dbf, and .prj.
The shapefile of the boundary of the HJ Andrews Experimental Forest:
o HJA _Boundary. There are physically 4 files that comprise the shapefile to be used
inside ArcGIS, which are distinguished by extension: shp, shx, dbf, and prj.
The shapefile of the roads from the HJ Andrews Experimental forest area:
o Roads. There are physically 4 files that comprise the shapefile to be used inside
ArcGIS, which are distinguished by extension: shp, shx, dbf, and prj.
A Digital Terrain Model of the area containing the HJ Andrews Experimental Forest:
o HJA DTM.
A Digital Surface Model of a portion of the HJ Andrews Experimental Forest:
o HJA_DSM.

1.4 Geographic Information System
1.4.1 Spatial data types and formats

Spatial information is usually stored and displayed in two formats: vector and raster.
Formally, vector data stores the spatial information as coordinates of particular points, such as
vertices of a polygon, and complete the rest of the figure (if needed) by mathematical
interpolations. Therefore, vector data are not affected by scale. Vector data can represent points,
lines, or polygons. The most common file format used for storing vector data is the shapefile. The
shapefile format was developed by ESRI and is a set of three mandatory files: shp, shx, and dbf.

The .shp file is the shape format and stores the feature geometry. The .shx format is the
shape index format and stores the positional index of the feature geometry, which allows quick
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search within the file. The .dbf format is the attribute format, which is a database storing the
information within the shapefile. The three files are needed for operability; however, a fourth file
Is required for meaningful data analysis, namely the .prj file.
The .prj file stores the coordinate system and projection information as an ASCII file.
Without the .prj file, we do not know where the information is located and how large/small it is.
The roads layer, stream layer, and the boundary layer are three types of vector data:
two are poly-lines (Roads and HJA_Streams), and one is a polygon (HJA_Boundary).

Raster data represents all the spatial information within the extent of the file using a
Cartesian coordinate system, similar to the vector data, with the difference that the axis units
are predefined. The preset of the units discretize the spatial information into cells, which are the
natural extension of digitization. Simply stated, a raster is an image, and as such depends on a
scale: below the predefined scale there is no information useful within the raster. Depending on
the values stored in each cell, rasters have been conventionally classified as discrete rasters,
which have a small number of values (such as the one that represents land use), and continuous
rasters, which have a multitude of values (such as the one that represents elevation or
temperature). Irrespective of the type, the values stored in a raster file is at most the number of
cells within the raster; therefore, there is a finite number of values. The most common file format
storing raster data is TIFF. However, .jpg or .png are two other formats that can be used. The
caveat of using .jpg and .png over .tiff is that they are lossy formats, meaning that information
will be lost because of the compression. Furthermore, .jpg and .png have the projection store as a
separate file, called world file, whereas tiff sometimes incorporates this information inside the
file architecture. The files for this lab called “HJA_DTM” and “HJA_DSM?” are continuous
rasters stored as tiff files.

Question#1 [10%]: Open ArcGIS and load the five files: HJA_DTM, HJA_DSM,
HJA_Streams, HJA Boundary, Roads. How many features are in the Roads, HJA_Streams,
and HJA Boundary shapefiles?

How many pixels are in the two raster files?

1.4.2 Coordinate systems and datums

In remote sensing, a coordinate system is a narrow application of the mathematical complex
coordinates systems to the Earth. Simply stated, a coordinate system enables specification of
every location on Earth with a set of three numbers, called coordinates. Intuitively, the
coordinates represent a vertical position (distance above a surface or point, if we use the center of
the Earth as origin), and two horizontal positions (distances on the surface used as reference).
There are two classes of coordinate systems: polar and Cartesian. Irrespective the system, polar
or Cartesian, there is an origin and three axes: x, y, and z. For the polar coordinate system, the
coordinates of a point on Earth are defined by the origin, also called pole, and three values
locating the point: a distance, called the radius, and two angles, usually symbolized by the Greek
letters 6 and @. When the angle ¢ is estimated in respect with the first meridian (aka Greenwich)
is called longitude. If the angle 6 is computed in respect with the equatorial plane, rather than
with the z-axis, basically the complement of 6 from Figure 1, then the angle is called latitude.
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Figure 2. Polar coordinates

Polar coordinate systems are known in GIS or remote sensing under the name of geographic
coordinates. The location of the points on curved surfaces, such as Earth, can be exactly
computed using polar coordinates, without any loss of information. However, polar coordinates
have a major drawback: linear and areal measurements are difficult to execute. These
shortcomings of polar coordinates are not existent in the Cartesian coordinates systems.
However, conversion between polar and Cartesian systems is not necessarily without sacrifices,
which can come under the form of a lack of realistic shape or relationship among land-feature
size. We will learn more about coordinate systems later in the class. But for now, what you
should know is that conversion from polar to Cartesian, or from a curved surface to a plane is
defined by two parameters: the location of the perspective point (also known as viewpoint) and
the surface on which the curved surface will be projected on. There are three types of surfaces on
which Erath is usually projected on a plane, a cone, or on a cylinder (Figure 2). If the perspective
point is placed in the center of the Earth, then the projection is called Ghomonic. When the
perspective point is located on the Earth on the point opposing the tangent point between the
Earth and the projection surface, the projection is Stereographic. When the perspective point is
located at infinity, then the projection is called orthographic. The most popular projection system
is UTM, which stands for Universal Transverse Mercator. Lately, another projection system gain
traction because of its wide use in GPS technology, namely WGS84.

The first decision is on what projection system to use in Noxth — Geoid
locating a point on Earth surface, which in essence will : st
convert the two angles 6 and ¢ into points on a straight line,
therefore inside a plane. Once the selection of a projection
system is made, next the distance from the pole, meaning Equato
from the origin of the coordinate system has to be made. In
GIS and remote sensing the distance from the pole of the
system is usually estimated not as the distance from the
origin but as the distance above a solid of revolution, South
commonly an ellipsoid (Error! Reference source not Figure 3. Datum: ellipsoid and geoid.
found.). The object in respect with which the distance of the point is computed from is called
datum. Formally, a datum is a mathematical model of the Earth. The datum consists of a set of
values that define the shape and size of the ellipsoid.

Center
of Mass® .

Cenfer of
Spheroid
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Question#2 [10%]: What are the coordinate systems of each of the five files (projected or
geographic coordinate system)?Convert the coordinate system of all files to WGS 84. Provide a
snapshot of the window or code creating the conversion.

1.5 Operations with vector data

Depending on the type of data, many spatial manipulations can be executed. In this section
of the lab, we will review some of the basic operations on vector data.

Question#3 [5%0]: Clipping — lines with polygons

In many instances, you would like to extract from a larger layer, only the information
needed to answer a specific question. The information required to be extracted can be of any
type, raster, or vector, which further can be also a point, a line, or a polygon. In this exercise, we
will extract the lines following inside a polygon, namely the roads and streams that are within
HJA Forest. To do so, you should use the Clip procedure located under the Geoprocessing Menu
option. However, before start executing spatial operations, it is good practice to work with files
that have the same coordinates system. Therefore, you would use the files converted to WGS84.
What is the total length of the roads and streams located inside HJ Andrews Experimental
Forest? Insert a snapshot with the streams and roads that are inside HJA Andrews.

Question#4 [10%]: Measurements.

In many applications, you are interested in finding the size of the various features, such as length
or area. Using the stream and road layers inside of the HJ Andrews Experimental Forest, you are
tasked to find the total length of the stream network. You will accomplish this task in tow steps:
first, you will create a field in the table called Length_m (meaning length in meters), and second,
by using the Calculate Geometry option available when the database of the shapefile is open.
What is the total length of the streams and roads network in kilometers, not in meters?

Question#5 [10%]: Buffers.

In many instances, you would like to create a buffer around linear features, such as the streams
from HJ Andrews. In ArcGIS, there are two options on how to create the buffers: as one unit or
as individual entities, as defined by each feature from the input layer. This option is under the
Dissolve Type window.

Create two buffers for the streams inside HJ Andrews with a size of 50 m on both sides; one
with individual features and one with only one feature (all features merged).

What is the total area of the two buffers? Why do you think they are different?

Question#6 [20%)]. Intersection.

In many applications, you are interested in an area that is common to different processes or
properties. In this exercise, you are interested in finding the chance of road-related erosion into
streams based on their relative position. You could assume that a road located further than 50 m
from a stream would have a minim amount of sediments reaching the stream; therefore, you will
intersect the streams buffer layer created in the previous exercise with the roads layer. The
resulted file should be a line feature.

Which buffer filed should you use: the one with individual features or the one with all features
combined (merged)?

What is the length of the roads that poses a sedimentary risk?
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Besides the length that possesses the risk to water quality, you could be interested in the area that
Is more susceptible to receive the road sediments. To identify the respective area, you could
create a buffer around the roads layer (also 50 m wide), then intersect it with the buffer of the
streams layer. The resulted file would be a polygon feature.

What is the area likely to receive the sediments from the roads? Include a snapshot with the
common area. Is this approach accurate?

Mention at least one issue posed by the proposed method of identifying the areas that could
receive sediemnst from the roads.

1.6 Operations with raster data

Question#7 [5%)]: Information within the raster

In most instances, when working with rater data, it is important to know the spatial resolution of
the image, namely the size of the pixel.

What is the spatial resolution of the HJA DTM and the HJA DSM rasters?

Question#8 [10%]: Crop an image

In many situations, you are interested in cropping an image according to a polygon, such as a
DTM to a watershed boundary. You are tasked to crop the HJA Andrews DTM, which is for a
larger area than the Experimental forest, to the boundary of the HJ Andrews Experimental Forest.
You can execute this task by using the Clip function from the Data Management-> Raster ->
Raster Processing folder.

How many pixels are located in the clipped raster?

What are the minimum and maximum values present in the clipped raster?

Question#9 [10%]: Coloring a raster

Many images, such as panchromatic images, are not very appealing visually. Therefore, you want
to create a nicer image. For rasters, this process is very simple if just limited displays are
required. If you double click the name of the raster file in the Table of Contents, the Layer
Properties will open, from which you should choose the Symbology Tab. From the available
color ramps, choose one that you think would produce nice images (like in Figure 4).

er data.

e 5
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Produce an image that uses a color ramp that is visually pleasing but does NOT contain the
white color.

Question#10 [10%]: Identify cells above a particular value.

Rasters are famous for being able to be analyzed with ease. Therefore, you would like to perform
some statistical analyses on the rasters. One of such simple statistics could be areas above a
particular value. This question is valid in levies and dikes assessment or tree identification.In
ArcGIS the answer to this question can be obtained using Map Algebra.

In this question, we are interested in finding tall trees, whose crown can be found using the DSM
layer. Among a large number of options available in Map Algebra that can answer this question,
we will be using the Conditional function accessed thru the Raster Calculator. The function Con,
assign the value 1 when the pixel value is larger than 200 and 0 otherwise. The syntax of the
function is Con(condition, value when the condition is true, value when the condition is false).
In our particular case, the function looks like this:

Con(“HJA_DSM.tif*>200,1,0)

“-\\ Raster Calculator

Map Algebra expression

Layers and variables Conditional ~
{>Lab1HIA_DSM. i Con
) 78 |le9 [ === | & )
{>Lab1HIA_DTM. i pick
4 || 5 6 - s ls=1| 1 Sethiull
Math
= || ~
illz]| 3 < || <= Abs Lo ST
. . S e . '“.'
0 LD =] v S mae T N
Eumtn . R . o
Con("Lab 1\HIA_DSM. tif">200,1,0]
e .
Output raster IR . St
| Vacerthome\s\strimbub\docs\arcgis\default. gdbVrja_dsm_ras1 | [,'—_'3;- : ’

e A o
Tk

Lere S0
Figure 5. The Raster Calculator interface (left) and the results of the Conditional function (right)

How large is the area covered by large trees? You should answer this question by multiplying
the size of a pixel with the number of the pixels that have the value 1.

1.7 Advanced topics: Introduction to ERDAS IMAGINE
1.7.1 Objective

The objective of this lab is to familiarize you with ERDAS IMAGINR interface, also referred to
as the workspace, and execute some basic image manipulation and information extraction with
ERDAS IMAGINE.

1.7.2 Files Used in This Lab

The files used in Lab#1 are located on Canvas under the Week#1 module. They are associated
with the Landsat 5 image of the Gulf Islands from the Strait of Georgia acquired in 2006, and are
presented as ENVI file:

e LandsatTM.hdr is header file contains metadata for the .dat file.
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e LandsatTM.dat is the file that contains the actual image, but it cannot be display without
the hdr file.

1.7.3 ERDAS

1.7.3.1 Overview

Hexagon Geospatial, or Hexagon GSP, claims that ERDAS Imagine is the “world’s most widely-

used remote sensing software package.” ERDAS IMAGINE is a suite of software that bundles

remote sensing, Photogrammetry, LIDAR analysis, basic vector analysis, and radar processing
under one umbrella. ERDAS IMAGINE is a raster-based software designed to extract
information from images. Unlike ENVI, another popular ERDAS for education is equipped with

a series of additional packages, which are very important in forestry applications, particularly:

e ERDAS IMAGINE Professional, which is a graphical Spatial Model Editor for building and
executing re-usable spatial recipes, multispectral image classification, hyperspectral image
processing, and point cloud tools;

¢ IMAGINE Expansion Pack, which includes automated image-to-image co-registration
(AutoSync), 3D visualization and analysis (Virtual GIS), wizard-based change detection
(DeltaCue), orthorectifying Radar data (OrthoRadar), NITF support, extracting terrain from
SAR images, and stereo feature collection;

e ERDAS ER Mapper, which has advanced image processing and compression capabilities
geared toward oil, gas, and mineral industries;

¢ IMAGINE Photogrammetry, which includes Stereo and multi-image eATE; and

e IMAGINE Terrain Editor, which includes TE and Stereo.

In this class, we will be using mainly Imagine and Photogrammetry programs from the available
suite of programs.

1.7.3.2 Imagine interface

To start ERDAS application simply press the Windows icon on the screen, then type ERDAS.
From the available options that will appear choose ERDAS IMAGINE, which will open the user
interface. The interface contains various panels that allow you to visualize and organize your
datasets. The basic layout of the ERDAS Workspace contains several major components, such as
Quick Access Toolbar, Ribbon (with various tabs, such as File Tab), Contents pane, Retriever
pane, or 2D Viewer, some of which are briefly explained below and presented in the next figure.

=
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Quick Access Toolbar

I*

File Tab —— i

. &) g @ & TG =

Ribbon —|

- Dockor
Undock
Views

Contents
Pane
2D View

-—

Retriever

Retriever
Pane

Status
Bar

Quick Access Toolbar includes tools commonly used in ERDAS IMAGINE, such as save,
undo, zoom in, zoom out, etc. It is usually at the top of the screen, right beside the Im icon:

=R -

The Ribbon contains all the major functions of ERDAS IMAGINE, which can be accessed thru
the Manu Bar and the Tool Bar. Inside the Ribbon, you can see several tabs (e.g., Home,
Manage Data, Raster, etc.), and each tab contains groups (i.e., groups such as Information,
Edit, and Extent located inside the Home tab). Furthermore, you can find a set of tools inside
each group. Depending on the active Layer in the Contents pane, you may see changes of tabs.

The Menu bar provide access to all the functions available in ERDAS Imagine. There are many
options form the Menu bar, such as the File tab, Home, Raster, Terrain or Toolbox. The File
tab provides basic functions that allow the user to open layers, save layers, set user preferences,
configuration, print, etc. The Home tab is the main interface of ERDAS Imagine, as it provides
the viewer as well as the basic functionality of data inquiry. The Raster, Terrain or Toolbox tabs
are similar with the Home tab, in the sense that the viewer is still maintained, but the Ribbon
changes to provide access to the main functions related to the respective tab. One detail that
should be noticed, is that the lidar options, such as point classification, are found under the
Terrain tab.

The Contents pane hosts the data you have opened in the workspace and Viewers (i.e., 2D
View#1).



¥
Remote Sensing and Photogrammetry - Forestry Applications %
g2l
Home Manage Data Raster Vector Terrain Toolbox Help Google Earth
N~ B T3 Select = Cut £ ) ) - " - Previous Extent ™
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The Retriever pane gives quick access to the data by creating a Shoebox file. Shoebox files can
be made by right-clicking on the Retriever pane. Once you Retriever X
added the data into Shoebox files, it allows you to drag-and-drop ‘ | ShoeBox

data from the Retriever to the Viewer.

1.7.3.3 Display Images
1. From the File tab, select File > Open> Raster Layer. A file selection dialog appears.
Navigate to the data folder by using the Look in drop-down menu. Also, check and
change the file type as you need. Usually, it is better to select “All File-based raster
Formats” option in Files of types drop-down menu.

Select Layer To Add:

File Raster Options  Multiple

Lok in: ‘ﬁ Ohjective Vl il @

(Camulti_class oK

Croad!

(Caroadz F—

Ciroofops s

Cltress Help

Fresidentialimg

¥ subdroad? img

Hsubdroad?2img

Hirees.img Recant
Goto

File name

Files oftype: | ADRG Image (*img) )

14Files, 5 Subdirectories, 4 Matches, 61181792k Bytes Free

2. After the navigation to the data folder hosting the Landsat image, select the file
LandsatTM. hdr. Then click OK. A simpler option of loading the data is by dragging
and dropping the file in the Viewer.

Note: If you want to make the current directory as the default directory, you can click H jcon

A

(third icon from left). Also, you can select a default output folder by clicking “= icon (first
icon from right).

B
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Once the image is loaded, go to the Home tab, click Zoom In icon

~“"to zoom in, and Zoom Out icon +~ ~ to zoom out. Alternatively, = | .
you can use the Smart Control option to do the same tasks (i.e., Fontrol]| 2T
Zoom In, Zoom Out, Pan, etc.). SEleanihnls
Scale and Angle tool, which works like a dial rotating perpendicular to the screen,

provides an easy option to change the size of the image and angle of the image.

Hide the Contents pan by clicking AutoHide button = * .

=l e Mm@ -
(29 | 1

Click the Contents again to expand it.

" Contents += ',rer;y(:Layer,zy{:Laye[

" A (Be » (28 o o2

2

[l (1 |+)

1B

ﬂ

Also, you can drag the two pans if you need to detach them from the user interface. They
become floating dialogs that can be moved to a second monitor, for example.

Clicking the X button in the upper-right corner of the Contents pan or the :
Retriever pan will remove those pans from the main interface. To turn them E
back on go to Home tab, then under the Contents icon select the pan that you  [eorianiet
just closed. -

To navigate inside the image, click the Pan button in the toolbar, then click and drag on
the image to move around. You can also use the middle mouse wheel to zoom in and out
of the image. If you need to fit the image into the window, you can right-click in the
image in the Contents pan and select Fit Layer to Window option.

10
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10. From the Ribbon, select the Raster tab and then the Multispectral tab to adjust the

image parameters.

ManageDats | Raster | Vector  Temsin  Toslbex  Help

AT-I_'-U ';*Jqﬂqdz.JJ&J

Multispectral Drawin, Forma it Table

I

Raster Untitled:1 - ERDAS IMAGINE 2078

© \ﬁ o @ = = 35

Radar Interferometry Geometric Utilities Thematic = Functions Fourier

11. The Bands group allows you to use the spectral reflectance of
the selected image. If the sensor is known it will be identified in ~ t@ndsat4TM- ~ W Layerd -
the Sensor Type. If the sensor is identified, you can change the =~ TM False Color ~ Layer 3 ~
band combination by using the drop-down menu from the Band B Layer 2 -

combination. Select TM True Color, and the image would be

Bands

display as it was seen by human eyes.

ita Raster Vector Terrain Toolbox Help Multispectral Drawing Format Table
Ol (BT m| O - | O [NErTTrmm| O - ||t ™" . L3 T g Nearest Neight ~
TM True Color ~ \ Layer 2 ~
EECTT | v %] Filtering ~ [¥] Pi g
ol ol Filtering . Layer.] [¥] Pixel Transparency
Brightness Contrast Sharpness Bands - View
b x 2D View #1: LandsatTM.HDR (:Layer_3j(:Layer_2)(:Layer_1)

12. Select Custom from the drop-down menu and select in order Layer 1 Layer 2
and Layer 3, for red, green, and blue color square, respectively. Notice that each
selected Layer has a color square to its left in the Bands tool. You can create different
band combinations by changing the Layer number in the color square.

Raster Untitled:1 - ERDAS IMAGINE 2018

Raster  Vector  Temain  Toolbox  Help | Multispectral | Drawing  Format  Table
~ =¥ v W]
T O - O e O - LendsatdT™ ! Layer_1 B Neorest Neight ~ r‘[ “I 23 E i %@ Control Points
Custom v Il Layer2 - @ Single Point
ETTTT o O ~ | [# Filtering ~ = [¥] Pixel Transparency Subset Spectral Count Pyramids & = Transform
9 W ayer3 - & PArENSY | & Chip~ Profile~ Features Statistics> | & Ortho > t‘ Check Acwraw
Brightness Contrast Sharpness Bands View Utilities Transform & Orthocorre

2D View #1: LandsatTM.HDR (:Layer_1)(:Layer_2){:Layer_3)

OBEE

11
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13. Adjust Radiometry potion provides different stretches to the original image. Select the
Equal Percentage option.
Blad»rBHP-Pre-s Rastel

Home Manage Data Raster Vector Terrain Toolbox Help Multispectral Drawing

oo & = _ i >
ey @Dl crete DRA ol e - O O - Landsat4 TM =] Layer_1
I —

&

1

Custom ~ | M Layer_2
Adjust Ol ErTTT i O ~ | [ Filtering ™
Radiometry ~ i g MW Layer 3
No Stretch - Sharpness Bands

IM.HDR (:Layer_1)(:Layer_2}(:Layer_3)

Standard Stretches

B Stretches the image to
exclude the lower and
upper 2.5%

14. Change the brightness, contrast, and sharpness appropriately using the Brightness
Contrast and Sharpness tools. Click in the Filtering option and select the Sharpen
Filter option.
1.7.3.4 Muiltiple Views
At this point, the Contents pane has a single image. If you want to work with multiple images,
which most likely will be the case, in ERADS you have two options. One, is like in any GIS
software: have all the images in one place, which in ERDAS will be =~
the Contents pane. However, in many remote sensing specialized
software, like ERDAS, you have another option, namely images
displayed in different viewers. Instead of overlaying layers and
toggling them on and off in the Contents pane, you can create

oy

o
v
23

0
Ok

Add | Link
i s~

multiple views to compare images side-by-side using the Add Views
option.
1. From the menu bar, select Home tab and click Add Views >
Display Two Views. A new view appears to the right of 2D D s s

View#1 window. You can see the newly added view in the
Contents pan as 2D View#2. Also, 2D View#2 is the active
view, highlighted with a pale-yellow colored border in the
Image window. All subsequent navigation and image
enhancement operations will be in the active view.

12
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2. In the Contents pane, right-click on 2D View#2 and open the LandsatTM.hdr file in the
viewer. Ten select Raster Options tab. Click on Display as drop-down menu select
Grayscale option. This will display only one band out of the six available. If you want to
display only the band 4, then select 4 from “Display Layer” option.

Select Layer To Add:
File Fiaster Options  Multiple

Display as : | Gray Scale ok oK

Display Layer:

Layer E =

Cancel

Help

Crient Image to Map Systerm Fecent..
[ Clear Display [15etview Extent
[]Fitta Frame [IHo Stretch Goto.
[ Data Scaling || Background Transparen

Zoom by: | 1.00 5] Using: | NearestNeighbo | %] | Help

3. A Gray Scale layer is added to the second view. Right-click on the image under 2D
View#2 and select Fit Layer to Window.

4. Because LandsatTM is georeferenced to a standard map projection, you can link the
views by geographic location, meaning the images in the two Viewers would be
synchronized. From the Home Tab, select the Link Views option (next to Add Views
option).

5. To keep both Views on the same band scale, click the Equalize Scales option. Also, you
can try other Link Views option as well to get familiar with different link views.
Especially, Sync Views option is useful to move both the images together.

BAGEHL e 301:1 - ERDAS IMAGIN e 7 5

File

o3 Select|* § Align North * Q-0 G el 1- colm -
'|‘ O | inguire - =, . — ) ) ¢
ntents| Metadata =

200 IEMMEROle | gy oo iien + [P 5 o BER| O O HU<ED BN &-

6. Click the Pan icon in the toolbar and pan around the grayscale image. The color image
moves as well, and the same area is shown in both views.

13
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7. Go to the Home tab, Information group, then select the Inquire B o | Mensgeost

option, to open Inquire Cursor utility. Now you can see a Cross- E SYE
hair in both the Views. Also, note in the embedded panel (at the &

bottom of the window) the pixel values for the currently active “ontents Metadata
image in the Contents pane (at the location of the Inquire Cursor : S

cross-hair displayed).

This Data table shows the red, green, and blue digital number (DN) values for the active
view. If you want to see the data for both Views, you can select Show All Layers option
as well.

WA prPres

File Home Manage Lata 3stee Vector lerain aclbon He e tarth Inquare Mulusgectral Urawing Forma lable
3 Scloct = (1 4 Align North + @ - " T
i o |3 (i) . B 5 Y = e mnlgl- 2- ol ETrol-
7 inquice - Copy 2 ot o = = 3
Cantens v

N e~ i AT R e e I s R SEETEE O 4 mB N H-

Contents 9 x 2
EL]

Retriever LI

2D View #1 : landsattm.hdr

48451182, S407106.74 (UM / Clarke 1665) ABAS11.82, S401106.74 meters (UTM Zone 10{Clarke 185 Mag In‘o (20) LU |

8. Once you select the Inquire Cursor utility, Utility Inquire Tab will open. In the
coordinate group, you can see the coordinates for the selected pixel.

9. Alternatively, in the Inquire tab, you can select the coordinate option to enter the latitude
and longitude values of the pixel that you are interested in. Also, you can use Move
group and Move Cursor Up/Down/Left/Right options to move the cross-hair.

10. Select the Close Inquire option to exit.

1.7.3.5 Image Meta-data and Histograms
These options provide details of Image Metadata, such as image projection and spatial resolution.

1. Select View#1 to activate the color image. Go to Home Tab and click the Metadata
option. This will open an Image Metadata dialog box that has General information,
Projection information, Histogram, and Pixel Data.

2. Click on Histogram Icon or Histogram tab. This will open a histogram where the X-
axis displays the range of possible brightness values, and Y -axis displays the number of

14
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pixels for any brightness values. By changing the Layers in the Image Metadata dialog
box, you can observe respective histograms for each Layer.
3. Bring the cursor to the top of the histogram; now, you can see the X and Y values
respective to the courser point.
4. Select the Pixel data tab on the Image Metadata dialog box. This option will allow you
to see the pixel value for the selected Layer.

': |lad> - P Pre-s AOI | Untitied:1 - ERDAS IMAGINE 2020 o B X
F Home = ManageData  Raster  Vector Temain  Toolbox  Help  GoogleEath  Drawing  Format Login to Smart MApp & @
T » Fa B A = - Bl = .
P 3 Select ® = ,D P = ¥ previous Extent 'y i Align North @& Q-0 G ol g1 - | 3 - ol T o -
hd 7 Inquire = Copy BN ¥ =[Sy Pan = r B Swipe - ) B \_)-
P v B [ 75 5 s o0 [ oo - e O AR OG- MEEPBN &
| ionnatiar m [ Histogram for ERDASS®_c_pro..  — s] x L
| Contents B X File Edit View Help Direct Bla@ s x
= & 2D View #1 = . M = 1 histogram B A
o @ (TN ®0&z & ' 2 e MR o
@ [ @ treesimg (VAN General Projection Histogram  Pocel data
Background PG
| :
8 ; ZD!V‘“" 2 -~ Layer Name: Layer_1 File Type: Unvesticted Access Image
? :{E;:ﬁ Flelnfo: | ot Modiied Wed Apt 25 07:23.46 2007  Number of Lapers: 3
- Image/Audkary File(s) Al o FieSe  0.01MB
Widh 313 Height 251 Type: Continuous
Loperinfq|  Block Width 64 Block Height 64 Data Type: Unsigned B-bit
eI Compression:  None Data Order: BIK.
Pyramid Layer Algorthm: IMAGINE 242 Resamping
Min 0 Max 255 Mean: 141,089
SR Median 133 Mode: 221 Std Dev: 61.021
& SkipFactorX 1 Skip FactorY. 1
LastModfied  Wed Aps 2507.23.47 2007
0O el
Upper Left X: 21967206250 Upper LeltY: 1379876.8750
Lower RightX: 21971106250 Lower Right Y- 1373564 3750
Map Info (Pixel Center): Porel Sze X 1.25 Pixel Size ¥ 1.25
Unit fest Geo Modet Map Info
Projection: State Plane, FIPS Zone 1002
Sphercid GRS 1980
ol Datun: NADE3
EPSG Code: 2240
~# Retriever | B Contents <

2196901.63, |379748~6\ (State Plane / GRS 1980) 66961696, 420548.22 meters (State Plane Zone -1002(Gi. Map Info (2D) 021 (COW.

1.7.3.6 Saving the Workspace
1. To save the session, select File > Save As > Session.

2. This allows you to save the entire workspace, including open Viewers, data, and view
extents.
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2 The Electromagnetic Spectrum, ArcGIS and ERDAS

2.1 Objectives

e Usage of reflectance in identification of land features
Usage of Landsat images

Labels in ArcGIS

Annotations in ERDAS

2.2 Description of the files

e Quickbird from Vancouver BC: Quickbird.tif is a QuickBird multispectral image of Vancouver BC
¢ QuickBird from Colorado image: gb_colorado.dat is a QuickBird multispectral image of Boulder, CO
e QuickBird from Colorado header: gb_colorado.hdr is the header file of the above QuickBird image

2.3 Overview

The electromagnetic spectrum is the distribution of electromagnetic radiation according to
wavelength/frequency, and includes radio waves, visible and infrared light, x-rays, gamma rays,
and more. In remote sensing, we use the reflective, absorptive, and emissive properties of
terrestrial features to identify and measure them. Below is a series of questions. When
answering these questions, you do not need to cite your references, but do not copy and paste!
Put things into your own words. Copying and pasting/not putting things into your own words
will result in point deductions.

1

Q1) Define “atmospheric window.’

Q2) Define the three types of atmospheric scattering. Compare and contrast them.

2.4 Spectral Reflectance

Figure 1 shows the reflective characteristics of various materials. Answer the following
questions.

— Clouds

N

dleaf

Dry Soil

70 Needle-leaf Me

\Wet&oil

Percent Reflectance

/MDD
A1 AN

T T T T
0.4 0.6 0.8 1.0 1.2 1.4
Wavelength (um)

Figure 1: Reflectance characteristics of various features at different wavelengths.
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Q 3) What wavelength range has the highest reflectance for snow and ice?

Q4) In which regions of the spectrum can dry soil be best distinguished from vegetation?

Q5) What is the reflectance of water at 1.2 um? What would it look like if we could see at this
wavelength?

Q6) From this graph, what color do we think clouds are? This is not a trick question...

Q7) Where is the greatest differentiation in reflectance for the two vegetation types?

Q8) Why is there no separation between vegetation types at 0.6 pum?

Q9) What is water turbidity? Why are there differences between the clear water vs. turbid water
spectra?

Q10) What wavelength region has the largest change in reflectance for vegetation (in other
words, where is the curve steepest)?

Q11) List the similarities between the dry and wet soil spectra compared with the clear and
turbid water spectra.

Q12) Which cover types look almost identical at 0.85 pum (+/- 10%)? At 0.4 um (+/- 10%)?
Q13) Use the wavelength and percent reflectance data in Table 1 to plot reflectance curves onto
Figure 1. These curves can be plotted using MS Excel. However you want to do this is fine.

Table 1: Spectral characteristics of five unknown features.

Wavelength | Spectra 1 Spectra 2 Spectra 3 Spectra 4 Spectra 5
(um) (%) (%) (%) (%) (%)
0.40 17 30 34 32 80
0.45 18 31.5 37.5 34 80.5
0.50 15 33 42 36 81
0.55 12 34.5 44 38 81.5
0.60 5 35 43 37 82
0.65 35.5 40 35 82
0.70 35 37 36 82
0.75 34.5 38 43 82
0.80 34 46 49 82
0.85 33 59 53 82.5
0.90 32 67 55 83
0.95 31 70.5 53.5 82.5
1.00 29 71 51 82
1.05 26 70.5 46 81.5
1.10 22 70 41 81
1.15 17 69.5 36.5 81
1.20 14 69 33 81
1.25 10 70 31 81
1.30 6 71 29 80
1.35 0 72 27.5 80
1.40 72 25 80




Remote Sensing and Photogrammetry - Forestry Applications

w«%y

=
o}
7

Q14) Identify the five features that are represented by the spectral data in Table 1. Make an
educated guess based on the known reflective properties of various earth surface materials and
what you have learned from class/your readings, and explain your reasoning. Take a look and
compare to the spectra seen in figure 1. This is a difficult task, and educated guesses are all that
is asked for. You are not expected to get all of these right. However, do a bit of research and put
some thought into it. Use the curves already identified as your starting point.

2.4.1 Landsat 7 Bands and the Electromagnetic Spectrum

Table 2 Parameters of Landsat 7°s enhanced thematic mapper (ETM+) sensor.

Spatial
Band Spe“.' al Range Spec_t ral Resolution Applications
(microns) Region
(meters)
1 0.45-0.52 Blue 30 Coastal water mapping, dlfft_arentlatlon
of vegetation and soils.
2 0.52-0.60 Green 30 Assessment of vegetation vigor.
3 0.63-0.69 Red 30 Chlorophyll a_bsorptl_on_ for vegetation
differentiation.
4 0.76-0.90 Near Infrared 30 Biomass surveys and delineation of
water bodies
Middle Vegetation and soil moisture
5 1.55-1.75 30 measurements. Differentiation of ice
Infrared
and clouds.
Thermal mapping, soil moisture
6 10.40-12.50 Thermal 60 studies, plant heat stress
Infrared
measurement.
7 2.08-2.35 Middle 30 Hydrothermal mappin
) ) Infrared Y PPINg.
) Green, Red, Panchromatic band. Large area
8 0.52-0.90 Near Infrared 15 mapping, urban change studies.

Figure 2 shows individual Landsat 7 ETM+ channels in grayscale. Notice how the reflectance
characteristics of various features (e.g. urban areas, water and ocean sediment, forests) changes
with different wavelengths.

In a true color image, the computer display represents each band using the same color that the
sensor measured when the data was acquired. In other words, in a true color image, Landsat band
1 (blue) is displayed through the computer monitor’s blue gun, band 2 (green) is displayed
through the computer monitor’s green gun, and band 3 (red) is displayed through the computer
monitor’s red gun. Any combination where this is not the case (which includes any other
combination), is a false color composite.

In false color composites, image data are displayed using wavelengths other than the wavelengths
that were measured. False color composites are necessary because human sight can usually only
perceive the visible portion of the spectrum (of course!), while sensors on remote sensing
platforms can measure a much broader range of wavelengths than humans can see. As a result, in
order to present these data visually for humans, they must be assigned to the part of the spectrum
that humans can see.
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Figure 2: Individual Landsat 7 bands shown in gray-scale.
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Figures 3a to 3g display color composites of Vancouver created from Landsat 7 ETM+ sensor
data. For each composite, the order of the Landsat band number indicates which color gun it is
being displayed through (red, green, and blue). All composites follow the same color order, be it
RGB = 321, RGB =432, RGB =543, etc., this just means that this first number (which represents
the corresponding Landsat band (i.e., 1-7) is being represented by the color red in the image, the
second number (Landsat band) is being represented by the color green, and the third number
(Landsat band) is being represented by the color blue.

Examine Figures 3a to 3g and answer the following questions, keeping in mind the relationship
between the electromagnetic reflectance and absorbance of terrestrial features and the color gun
representations.

Q15) Why does vegetation appear red in Figure 3b, but blue in Figure 3g.

Q16) Which composite is best for mapping ocean sediments?

b

N2

Figure 3a: RGB =321 true color composite.
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2.5 ArcGIS
2.5.1 Basic image analysis

ArcGIS, developed by ESRI, is the de-facto software used in geospatial manipulations. ArcGIS
works with both vector and raster data, and lately with point clouds. Therefore, it is very
important for you to be familiar with the features that ArcGIS has, particularly in the Remote
Sensing area. We will start by uploading a Quickbird image of the city of Vancouver BC, which
has all three geomorphologic features (planes, hills and mountains), as well as three types of
water bodies: ocean (salty), river and lakes (fresh water). The image is a panchromatic tiff file

File Edit View Bookmarks Insert Selection Geoprocessing g Customize Windows Help
x| 0| &~ |7z I EEEE O mr=| > M) /g Bl 3 IS s ol (B | somer [ L e
»E-EIN0 /B LA 0RYANE0 B0 eI EELL

B @ gb_colorado.dat
RGE
MNRed: BLUE (0.485000 1
I Green: GREEN (0.56000¢
MBlue: RED (0.660000 Mi

5 & Spatial An
& @ Spatial Statistics Tools
& @ Tracking Analyst Tools

Look up the Quickbird sensor using Google and briefly read about its characteristics. Answer the
following questions:

Q17- This image is panchromatic, what does that mean?
Q18- What is the spectral range of the QUICKBIRD panchromatic band?

Q19 — What is the spatial resolution of the image? You could find this information in the Source
tab of layer’s properties.

Q20 - What does spatial resolution means in respect with reality, or with the ground, to be more
specific?

Q21- North is straight up in this image. Given this information, what is the position of the sun
and what effect does this sun position have on the image?
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Q22- Move to a portion of the image covering water. Some areas of the sea are black; others
have patterns and are lighter. Provide some possible explanations for this variation in the water.

2.5.2 Labeling

ArcGIS is a platform for spatial data analyses. Therefore, most of the work is done within
ArcGIS environment. However, once the analysis is completed, usually maps and other products
are produced. Each map must contain at least three elements: the north direction, the scale bar,
and a legend. In many instances the besides these three elements, maps contain labels that
enhance the map. In ArcGIS, there are three methods of labeling a map: by adding text boxes, by
turning on the labeling option associated with each layer, and to use annotations. We will explore
only two of them in this lab, as the native labeling option available under the Properties window
is meaningful only for vector data, not for raster. We will use all three of them using the
gb_colorado image, which is an image acquired by the Quickbird satellite of a portion of
Colorado state. that is store in an ENVI format, meaning there is a .dat file and a .hdr file. The
ENVI header file contains metadata for ENVI-format images. ENVI creates a new header file
whenever you save an image to ENVI raster format. The header file uses the same name as the
image file, with the file extension .hdr. To load the image, open the ArcGIS and drag and drop
the gb_colorado.dat from the Windows Explorer inside ArcGIS.

& Untitled - ArcMap

File Edit View Bookmarks Insert Selection Geoprocessing Customize Windows Help

DBE& d 38 x |9 o b3z [ BRSO CEdtore | h M|
QAEQOIilles E-B 807 BSMALHN0RESIRD0 BB BB EE
e EYE——

@ Analysis Tools

Cartography Tools
Con
Data biity Took MMRed: BLUE (0.485000
Data Management Tools B Green: GREEN (0..56000C

Editing Tools I Blue: RED (0.660000 Mi
Geocoding Tools
Geostatistical Analyst Too

Multidimension Tools
Network Analyst Tools
ic Tools

=

2 Spatial Analyst Tools
& spatial Statistics Tools
& Tracking Analyst Tools
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2.5.3 Text boxes
The natural way to add a label to a feature is by adding text boxes over the area that you want to

label. To execute this task, you have to switch from the Data View to the Layout View first. The
button that implements this task is located in the lower-left corner of the image viewer.

_I B B =mn _|_
Within the Layout Viewer, the Insert option from the Menu bar offers the possibility to add Text

to the map.
% Untitled - ArcMap

File Edit View Bookmarks | Insert i Selection Geoprocessing  Customize  Windo

O Ed | B R |S Dataframe 71 =i
@ Q& QI ax il tuf e TR F B NE

preToobox Y F |

e D ic Text

ArcToolbox ynamicTextt - b Tt

Q 3D Analyst Tools Nealh

Q Analysis Tools [] neatine... Insert a text string into the map.

&3 Cartography Tools iZ  Legend... u

&3 conversion T:mls” a8 north Arrow... -

& Data Interoperability Tool B {0.485000 M | 1

a Data Management Tools | B3 Scale Bar... M {0,560000 1=

&9 Editing Tools 10 Scale Text... 0.660000 Mi ||

a Geocoding Tools M —

B Geostatistical Analyst Too Picture... .

[+ a Linear Referencing Tools Object... 1

3 a Multidimension Tools =5

Selectln Text will add a text box in the middle of the screen, but with limited visibility.

To ensure that the label is position properly and visible, you should drag it over the feature that
you would like to label. Let say that you want to label the filed in the right upper corner as
“Central Park”. This means that you want to change the default text within the box, which is
“Text” with “Central Park”. To execute this task with right-click on top of the text box or double
click the box, which will open the Properties window.
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x|
Text | Size and Posion |
Text:
Text =
=
Fort: |An'a| 10.00 %E%%
Angle: (0.00 _l Character Spacing: ID.DD _Ij
Leading: o0 =
About formatting text Change Symbaol... |
ok | Cacd | ey |

In this window, you will replace the default text with Central Park, change the font type from
Arial to bold Courier New of size 25, and the font color from black to red. Also, rotate the box
with 30 degrees, such that will fit better on the diagonal of the park. All these options are
accessible by clicking the Change Symbol... button. Once finished, click Apply button to see the
changes. If you like them, Press OK. To position the label on top of feature, drag the textbox on

top of the feature.

Q23. Include a snapshot of the final labeling. It should look like the image below:

-

-y
-

s.luxu eAELE -‘x\f’
FEYR T N
LRt -1 e
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NOTE: The text box option is not recommended, except in limited situations, as the box location
is NOT synchronized with the image. This means that if you pan the image, the box will not

move with the image.

2.5.4 Annotations

Using annotation is another option, the preferred option, in ArcGIS for storing Text to place a
raster that is a part of a map. Annotation can be used to describe particular features or add general

Cataba

information to the map. With annotation, the position, text
string, and display properties are all stored together and are
all individually editable. Annotation provides flexibility in
the appearance and placement of your Text because you can
select individual pieces of Text and edit them.

However, annotations for raster are available only thru
geodatabase—that is, an annotation feature class stored in a
geodatabase. ArcMap can be used to create and edit
annotation features.

To create an Annotation feature first, you simply right click
on the geodatabase that will store the Annotations, in this
example, the Default.gdb, then select the New... option.

This will open a new window from which you should
choose the Feature Class. The new windows triggered by
your selection will lead you to the creation of an empty
annotation layer. From the Type drop-down menu, select
Annotation Feature and give it a name, such as FE444Anno
(no space in the name).

Click Next when finished, which will open the coordinate
system window. Because you would like to have related to
the raster, you should choose the Layer option from the
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[
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three available options, then select the WGS_1984 UTM_zonel3N, which should be the only
available option there (if more layers are added to the map, then more coordinates system could
be there). Click Next when done, and choose the default XY Tolerance of 1 mm.

The Next press will trigger the reference scale for the annotations, which is usually defined by
your project and size of the area covered by the image. Let's choose in this case 1:24000. For the
next option, choose the default values. Once completed, a new layer will be added to the map,

called FE444Anno.
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To start adding labels to the image the editing option would be used, which basically will identify
a label with features with the FE444Anno layer. This is executed similarly to any editing icon in
ArcGIS. First, you turn on the edits by choosing the Start Editing from the Editor toolbar. Then
choose the Create Features button:

Edimrvmh Gl R = Dlﬂ

This will open a new window on the right of the map that controls the creation of new features,

basically labels.
Create Feature
5 - B <search>

FE444Anno

AB Annotation Class 1

E’Cnnstmcﬁnn Tools

A Horizontal
?_t__ Straight

B Follow Feature
A~ Leader

A Curved

Now you are able to create your first label, which again will start with the word Text. Delete it,
and type Central Park. When completed, place the label in the area that you consider appropriate.
If you want to rotate it do so, but you can alter it later on the angle. After you place your first
label, you can click the arrow within the editor toolbar, which will stop creation, for the moment,
of labels or annotations.

Edimrv@L“ MR
== —

Now select the label that you created and change the color and font to red and Times New
Roman, respectively. This option is available thru the Attribute tab, located at the bottom of the
Attribute Editing window. If you want to change the angle you can to also this. Once done, press
Apply. You started from something like the left image and ended with something like the right
image.
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Once done ith addi Iabels (annotatlons) press Stop Edltlng then save your edits.

NOTE: Panning or zooming the image will preserve the relative location of the lalbels (also move
the labels), which is what you want.

Q24. Create a new personal geodatabase, FE444, inside which you will place you annotations.
Q25. Include a snalshot of your annotation.

2.6 Advanced topics: ERDAS
2.6.1 Load animage

Load the panchromatic QUICKBIRD (Quickbird.tif) image of Vancouver. To load this image, in
the main menu bar (above) go to File/Open, and then navigate to the place on your computer
where you have the files associated with this lab. Once selected, the image will then appear in the
main window and the layer details will show in Layer Manager area. Also, you can go to
File/Open/Data Manager, and then navigate to the place on your computer where you have the

files associated with this lab. If you want to move the image, click “ on the above tool bar. The
display image shows below.

Login to Smart MApp & @
@ T @)~ =~ ©f/e i@ Q] -
| OEIITIEO- HA4EDBM S

¥ @ qb_colorado.hdr
= Background

Q26. Include one snapshot with the window showing the coordinate system and the datum.
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2.6.2 Annotations

Annotation is typically Text, but it can also include graphic shapes—for example, boxes or
arrows—that require other types of symbology. Annotations are stored in the annotation layer.
All features in an annotation feature class have a geographic location and attributes.

2.6.2.1 Creating an Annotation Layer

In the steps below, you will create one annotation layer. Annotation layers and vector layers are
different in that you can have multiple annotation item types within an annotation layer. A single
annotation layer may contain a combination of text, polygon, symbol, and other annotation items.

1. Load the QUICKBIRD image of Boulder, CO (gb_colorado.hdr) to the main View.
2. Once you added the image to the main View, Raster | Multispectral tab will activate.

3. The Bands group under the Multispectral tab allows
you to use the spectral reflectance of the selected image. Help Google Earth Multispectra [

If the sensor is known, it will be identified in the Sensor
QuickBird-2Mu = [} REC -

Type. However, if you can not see the correct Sensor P NearestN
Type for gb_colorado.hdr, you can choose QucikBird-2  True Color - GRE ~

as the Sensor type. You can change the band B - Pixel Transy
combination by using the drop-down menu from the Bands View

Band combination. Select True Color, so the image
would be displayed as it was seen by human eyes.

4. From the menu bar, select File > New > Annotation Layer (under 2D View #1 New
Options). Then Annotation Layer dialog appears.

Enter “Boulder_Anno” as the File Name.

Click OK. ERDAS adds the new annotation layer to the Content pane.

Once you click on the “boulder_anno.ovr” file in the Contents pane, the Annotation Tab
will enable.

No o

= B2 Pre-s Untitled:1 - ERDAS IMAGINE 2020 | Raster
Home  ManageData  Raster  Vector  Terain  Toolbox  Help  GoogleEarth = Multispectral | Drawing | Format  Table
Cu . 5 A | (g Grow - T3 Select ~ J o= S Microsoft Sans A F E
Copy s @E ™ a Line E < 16.0007 C

M - D A
Gige % Nomnamow = 22N BT | L

Edit nsert Geometry Modify ] Insert Map Element Font/Size Locking Styles Shape Arrange

=Rl Jab_colorado.hd:

I Background

NOTE: When you are performing Annotations, check whether the annotation layer
(boulder_anno.ovr) is active. If not, select it and start working on annotations.

Always keep the annotation layer on top of the content pane list. If not, you can drag it and
place it on the top of the list.

2.6.2.2 Adding and Saving Annotation Items

In the steps below, you will add several types of annotation items. When you created the
annotation layer, the Text Annotation tool was automatically enabled.
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1. Inthe Image window view, find a park area in the scene to label.

2. Navigate to Annotation | Drawing > Insert Geometry group. From that group, select Text
icon A Now you can see that the cursor has changed into I shape.

3. Place your cursor in the middle of the park and type Central Park. The annotation item is
added to the Annotation Layer. Now click the cursor somewhere in the image, and you will
see that the cursor symbol has changed to an arrow mark again.

4. Now you can click on the text, and it may look like this- : . Also, you can see

the features in the Annotation| Drawing tab are active now. Change the font type and size
appropriately so that you can see the text.

NOTE: You can use the Fron/Size group under Drawing Tab to specify Annotation

how you want text to appear. If the annotation is georeferenced, then Drawing | Formap—Jgble
you can specify the size, position, and other element properties in either ~ Microsoft sans

map or paper units. This works in conjunction with Font Units option. 160009

B/ UX

Font/Size Locking

Your selection not only affects the numbers that you use, but the way
that your elements may be displayed in a View, Map View, or on paper
when printed.

Map: The annotation size is related to the geographical coordinates.
Paper: The annotation size is related to units of the View or related to paper size.

(source: ERDAS Image Help)

5. Select the “Central Park” text box again and go to Annotation | Format. Form Styles group,
you can select an appropriate style for the text box. Also, you can change the Area fill and
Line-color/style as well.
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Central Park

6. Use the Pan tool ~# Pan to find a different park in the scene.

7. Now select the “gb_colorado.hdr” image from the Content pane. Navigate to Google Earth
Tab and Connect to Google Earth.

8. Select Match GE to View and Export View Footprint. A separate Google Earth Window
will open and zoom in to the image area. Select the Places Checkbox, so you can see the
names of places.

¥ B/ % Primary Database
B Announcements ]
LI P Borders and Labels  B§
L3 8 Photos !

E= Roads

3D Buildings

‘ﬁ’ Weather

*E;E‘ Gallery

[ More

Terrain

55 LR

9. Now you can identify another park located in the lower part of the “qb_colorado.hdr” image
with the help of Google Earth.

10. Redo steps 2 and 3, name the park. You may have to select the annotation layer gain to
perform this task.

11. Change the Font Type to Times New Roman, the Font Size to 14, and change the font color
to red.

12. Select and double click on the text box. The Text Properties dialog box will open.
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Text Properties X
Mame: Element_9
Description
Text Cut
I Capy
Paste
Keyboard.
Position Alignment,
Vertical:
Type: Map v Other
@®Top
;| 4789568.31 < < | 443333946 <
% [ = ¥ : O Center
(O Battom
Angle: | 2.714002 : Units: | Radians ~
Horizontal:
Left
Type: Paper o ©
Size: [16.00 2 () Center
Units: | Paints ~
Onght
Anply Help

13. Set the Angle to 20 degrees and set the Vertical and Horizontal positions as Center.
14. Using the previous settings, label two more items as text annotations.

15. Save the annotation layer before you continue—Right-click on Boulder Anno inthe

Content Pane and select Save Layer.

Next, you will add symbol annotations to the scene.

1. Click the Annotation Layer again and navigate to Annotation | Drawing and select

Point icon
activated.

2. Click on the small arrow button in Styles Group

~'. Now you will see that the Styles group under the Format tab is

3. Symbol chooser dialog box will open. From there, you can select different types of
symbol categories by clicking the drop-down menu.

Annotation Untitled:1
Drawing Format Table
_A Area Fill =
i~ = = = || & Line Color
king Styles Shape

Symbol Chooser

Standard  Custom
GPS Symhbaols

Filled triangle
A Unfiled triangle
[ 3 Circle/Triangle Filled

[w] Auto Apply changes

Use Color: I~

Size: |14.36 =

Units: |map | other

Close

Help

®

4. Scroll down and select GPS symbols, then select Circle/Triangle Filled. Change the

color of the symbol to red using the color selection window.

5. Select map for units. Now you can navigate the cursor to the roundabout that is located
between two parks and click. Now you can see that GPS symbol is added to the

annotation layer.
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6. Select Place Geo point Properties icon from Insert Geometry group under the Drawing
tab. Next, the Utility tab will open. Select Place GeoPoint tab in Utility | GeoPoint tab.
Navigate to the roundabout and click the top of it.

—r-‘IT

L e~ -'-L_ ],3.. E'Gruw' ‘.' LJ_LL!

L—?'
¥ 7eect 15 4435054 7 5257
s @ I_LE =+ EasyTrace | P .

=71, &

7. You will see that GPS location of the roundabout has been added to the annotation layer.
8. Add two other GPS symbols to the annotation layer.

Now add some arrow annotations.

1. Click the Annotation Layer again and navigate to Annotation | Drawing and select

Point icon U Now you will see that Styles group under Format tab is activated.
2. Use Symbol chooser dialog box to select Arrows category. From there, you can
select different types of arrows by clicking the drop-down menu.

3. Once the Symbol chooser dialog box opened you can select different types of arrow

symbol categories by clicking the drop-down menu. Also, you can change the color of
the symbol using the color selection window.
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Standard  Custom

AITOWs

.
== Arow_Open_Straight_1 ~

_ b
= Arrow_Closed_Straight_1 Vo Gl ‘

= Aprow_Open_CurveRight Size: | 14.36 =

= Arow_Closed_CurveRight .
~ Arow_Closed_Curveleft Units: map | other
= Arrow_Open_Curseleft v

[] Auto Apply changes

4. You can select map for units. Click Apply and check how well fits your size and
color for the arrow symbol. Make any appropriate changes if it is necessary and click
OK.

Next, add rectangles and resize them.

1. Click the Annotation Layer again and navigate to Annotation | Drawing and select

point icon ~ Now you will see that Styles group under Format tab is activated.

2. Draw a rectangle that covers a block of buildings. Click to of the rectangle and set the
line style to 4 pt and color to red. Change the area fill to blue color.

3. You can copy and paste this rectangle by clicking Ctrl+C and Ctrl+V. Paste it to an

4. Click the Annotations drop-down on the toolbar and select Rectangle Annotation.
5. Resize the rectangle you drew by clicking and dragging on the selection handles.

6. Save the layer—Right-click in the annotation layer on the Content pane.

In the final steps for annotations, you will rotate the image and the annotation items.

1. Click Home tab > Scale and Angle group Cw, User-Defined Angle. Then Rotate
Image dialog box will open. You can set the Rotation Angle to 20 degrees and select
Counter-Clockwise as Positive Direction. Then click Apply and Close.
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Rotate Image

Rotation Angle (deg): [20.00 -3

Positive Direction:

(@ Counter-Clockwise
(O Clockwise

Help

2. By default, polygon, polyline, rectangle, ellipse, and arrow annotations rotate with the
underlying image. Text, picture, and symbol items do not rotate with the image.

3. You can save the layer by selecting Select File > Save > Top Layer to save the annotation
layer. You can select File > Save As > Session to save the entire work.

NOTE: You can open the attribute table for the annotated layer by clicking the Annotation |
Table.
This table will help you to see the details of each item you added to the annotation layer.

bouder_anno.ovr

Fow
1 37 Text Element_3 478927.79 4433382.43 473045.47 4433347 66
2 110 Spmbal Element_110 478891.66 4433403 68 47889351 4433401.04
3 119 Spmbal Element_119 A7BE42.24 4433074.53 A7BEE2 26 4433067.33
4 121 Spmbal Element_121 47895853 443334552 47897256 443334006
5 153 Spmbal Element_153 478396.54 4433062.52 478908 56 4433048 64
E 172 Group GEOPOINT-GROUP 478780.27 4433126.33 473035.03 4433053 36
7 178 Rectangle Element_178 47B5E8.04 4433248 61 47BE44.7E 4433106.68
8 189 Rectangle Element_178 47841008 4433238.75 47848599 4433156.18
3 BE7 Text Element_BE7 478958.55 4433383 65 A7B973.00 4433368.79
10 568 Spmbal Element_5E8 478911.41 4433352.00 478924.80 4433377.61

Q27. Identify two other areas in the image that could be a park/ housing scheme and label them
as you see fit (you can use Google Earth for this), create the annotations, and include a snapshot
with the two labels together with all the annotation items you have added so far.

Q28. Include a snapshot of the Attribute table of annotations.
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3 Basic Image Analysis: Visual analysis and PLSS

3.1 Objectives:

Loading and exploring different types of remotely sensed images
Making colour composites

Displaying individual spectral bands

Viewing pixel grey values (digital numbers)

Histograms

Image Enhancements

Working with PLSS maps

Extract information from US Topo 7.5” maps

3.2 Description of the files

Quickbird.tif is a QuickBird multispectral image of Vancouver BC, Canada
Landsat7-pan.tif a panchromatic Landsat 7 ETM+ image of Vancouver
Landsat99.tif is a Landsat 7 ETM+ of Vancouver BC, Canada from 1999
Landsat85.tif is a Landsat 5 of Vancouver BC, Canada from 1985

VanTM is a Landsat TM of Vancouver BC, Canada from 2006
WestVan.tif is an image of Vancouver BC, Canada

3.3 Visual image analysis
3.3.1 Basic visual image analysis

The first image is a panchromatic QUICKBIRD (Quickbird.tif) image of Vancouver. To load this
image, click on %~/ in the main menu bar and then navigate to folder where you saved the
images for lab 3. If you cannot find the folder, then in the Add Data window, &% click and
connect to the folder where the images for the week 3 were saved. Once selected, the display
image should look like below.
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The second image to load is the “Landsat7-pan.tif (Figure 1). Once two images are loaded, the
images will be shown on the table of contents.
Q
File Edit View Bookmarks Insert Selection Geoprocessing Customize Windows Help
DSES L ABx = c|é-[@2% |/ BEBDE0»;
SRR JEER X @ L R el
Table Of Contents 2 x ~ m
EEEE ]
B = layers E
5
Hv\;‘hu;gzss
Low: 0

& (4 Quickbird.tif
Value
High: 255

Low: 0

v
>

488867.797 5474563.097 Meters

EIETERES

Figure 1. This is what should appear on screen when the first two images have been displayed.
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The second image is a panchromatic Landsat 7 ETM+ image of Vancouver. Briefly familiarize
yourself with the characteristics of the Quickbird and Landsat ETM+ sensors., either by
searching online or in the textbook.

To examine the information of the images, right-click on the image layer in the table of contents,
then select Properties. Here you can find the image information by clicking on the Source tab.
To manage the visibility of the image layers, in Table of Contents, check in the box next to the
layer to display it and uncheck it to turn off the layer.

Q1- What is the spatial resolution of the Quickbird and Landsat 7 images? For full credit,
provide at least TWO ways of finding the spatial resolution.

Q2. Why the spatial resolution of the panchromatic image is smaller than the spatial resolution
of multispectral bands for Landsat image? Think on the reflectance — sensor interaction.

Q3- Zoom over Stanley Park and list 4 differences you observe between the Landsat image and
the Quickbird image.

Q4- List two possible uses/applications/advantages of using this Landsat scene over the
Quickbird image.

The third image we will look at is the “Landsat99.tif” image. Load this image in the same manner
you loaded the last one. This time, you can see the image is colored, which is different than the
other two. This is a “true-color” composite image taken at the same time as the panchromatic
image that we just looked at. Remember what true-color means in relation to the last lab.
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Q5- Based on what you see in the images, how can you tell this true-color composite is from the
same exact time as the panchromatic image?

Q6- What does true-color mean? Think on the relationship between the recorded wavelength and
the displayed wavelength.

Q7- What is the spatial resolution of the Landsat99 image?

The fourth image to open is the “Landsat85.tif”, which is also a true-color image from 1985. This
means it must be displayed in the same manner as RGB color. This image has roughly the same
spatial extent as the Landsat99 image.

Q8- Zoom onto the UBC campus and list two obvious differences between 1985 and 1999 based
on image comparison. What could cause the changes?

Q9- Why is the water around land from the Landsat85 image shown differently than water
farther from the coast?

Next, you will load the “WestVan.tif” Image. This is an image with a spatial resolution of 60 m.
This image has a coarse (comparatively) spatial resolution for a reason. This reason relates to the
part of the spectrum that it is representing. To answer the next question, think back to your first
lecture (in relation to wavelengths and frequencies) and the last lab (in relation to the
characteristics of a certain sensor that were provided).

Q10- What part of the spectrum is this image representing and why does this mean its spatial
resolution has to be 60 m (coarser than all of the other spatial resolutions we 've been dealing
with so far in this lab)?
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Q11- This image is from the early morning in summer time. As a result, the urban areas are

whiter than the forests and the water. Why?

Remove all the images that have been opened by right-clicking the image layer, and choose
Remove. The next image we will look at, vantm, is a Landsat Thematic Mapper (TM) image of

Vancouver from 1984. The image consists of 512 lines and 512 cell (columns), forming a grid of
512 x 512 pixels. The image file has seven bands, identified as bands 1 through band 7.

1. Add the image vantm.tif to ArcMap.

2. In Table of Contents, click on band Red, set Red to band 3;
similarly, set Green to band 2, and Blue to band 1. And the image
will be shown as below.

Fe Edt View Bookmerks et Sdecton Geoprocesing Cistomize Windows Help
DsaEs LA R 2 CE) i EEER0
OV - TR x 0 2RSS TIE | Geordferencing- [varimit iR BEA-

Table Of Contents

e 8

Table Of Contents 8 x
Hoes

B = layers
= wvantrn.tif
RGB
| IRed: Band 3
I~ Visible

-
Band_1

Band_2
«~ Band_3
Band_4
Band_5
Band_&
Band_7
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To create false-color composite, just repeat the steps above but assign Red: 7, Green: 5, Blue: 2.

Q
Fie €t Ve Boobmads inen Seectin Geopeocesing Customie Windows  Melp
B ES Boxn o b [ X EEEE0 =y
qa@e i« x 0 S TRy Gerdeencny: [vawnst 9l R BEQ-[

Toble Of Contents
ELELN

Q12- What makes this a false-color composite? What bands are represented by what colors?
What parts of the spectrum do these bands represent?

You can experiment with e T
different band combinations by e i
loading different bands as Red, Boos -

Green, and Blue. A standard

false-color composite, for B

instance, has Band 4 on Red,
Band 3 on Green, and Band 2 on
Blue.

To display band 1 as greyschale
image, assign Red: 1, Green: 1,
Blue: 1 by using the same step as
before.
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3.3.2  Viewing image coordinates and grey values (digital numbers)

For most remote sensing based applications, you need to know the image coordinates. The
coordinates of any pixel can be displayed using the Cursor Value tool. Similarly, the value of
digital numbers at any given point (based on cursor ety

position) is also displayed. e L et

1. Select identify from the tollbar
2. Move your cursor over the image and examine
the changes in DN values and coordinates by

Location: | 127°24'18.26"W 0°223.552°S

clicking on pixel of interest. o
3. To change the coordinate units, click on the =
dropdown list in Location, then you can choose
the interested units. s
3.3.3 Statistics B oeanen i
Summary statistics for DN of each band can be

examined in the Properties of the data layer. Right-
click on the image layer in Table of Contents. Under the Source tab of Layer Properties dialog
box, scroll down, you will see the band statistics.

Layer Properties *

General Source  Key Metadata Extent Display Symbology

Property Value ~
El Band_1
Build Parameters skipped columns: 1, rows: 1, ignored value(s):
Min 50
Max 255
Mean 54,004608154297
Std dev, 7.4754681929907
Classes 0
Band_2
Band_3 W
Data Source
Data Type: File System Raster
Folder: F:\Rong Fang\2018 Fall\FE444_2018\FE444_2018\LecturesiWeek
3\Weekd3_Data\,
Raster: vantm, tif

SetData Source...

Concel | | o

3.3.4 Image enhancements

The pixels in a data file that make up an image can have any value: negative, positive, integer, or
floating point. When the image data are visualized on screen, they are displayed as brightness
values for each screen pixel. A data pixel with a larger value will be brighter than one with a
smaller value. However, unlike the image data, screen pixels can only have 256 unique brightness
values, varying as integers between 0 and 255 (if the screen display is 8 bit). Clearly, this
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limitation prevents the data from being displayed with brightness exactly equal to their real value.
For example, how would you display a negative data pixel or floating point data ranging between
zero and one?

Stretching the image data refers to the method by which the data pixels are rescaled from their
original values into a range that the monitor can display — namely, into integer values between 0
and 255. For example, if the image data were floating point values that ranged between -1.0 and
1.0, the image might be stretched such that data value of -1.0 is assigned a brightness of 0, and
data with values of 1.0 is assigned a brightness of 255. All of the intermediate data values would
have new stretched values based on a simple model or stretch type. Commonly, a linear stretch
type is used so that the stretched data values maintain the same relationship to each other as the
original data (e.g., the relative distance between two stretched values is the same as the relative
distance between the two original data values). Other stretch types use different models to assign
the intermediate values, such as gaussian, equalization, or square root functions.

1. Display the first band of the vantm.dat image.

. Open Identify by click @

3. Roam around in the display window and try to find some of the brightest and darkest
pixels in the image (you can zoom in or out to use the resolution you think it is
appropriate for you to operate).

4. Using the Identify widget, note the data value, the corresponding screen value (i.e., the
stretched value), and the image coordinates for one of the bright and dark pixels.

Q13- bright pixel: coords: data value:
Q14- dark pixel: coords: data value:

The exact method that is used to rescale the image data into brightness values can make a drastic
difference in the way that the image looks. Thus, it is quite common to adjust the parameters of
the stretch in order to maximize the information content of the display for the features in which
you are most interested. This process is referred to as contrast stretching because it changes
contrast in the image -- the relative differences in the brightness of the data values (i.e.,
increasing contrast means that the dark pixels are darker, and the bright pixels are brighter, so the
brightness difference between the two is increased).

For example, consider an image whose data numbers (DN) are integers that range between 35
and 85 (only 51 different data values). If this image was stretched with a simple “one-to-one”
model where a data value of 0 is assigned 0 brightness, and a data value of 255 is assigned 255
brightness, then the image display will be quite dim (since the brightest pixel is only a brightness
of 85). This stretch produces a low contrast image because a difference in data value of 1 unit is
represented by a difference in brightness of 1 unit. Furthermore, much of the range of available
screen brightnesses is not being used because there are only 51 different values in the image data
(i.e., there are no pixels with a brightness between 51 and 255, so these brightnesses are unused).
The image contrast could be maximized by assigning a brightness of 0 to the minimum data value
of 35, a brightness of 255 to the maximum data value of 85, and linearly stretching the remaining
49 data values through the rest of the available brightness range. This increases the contrast
because adjacent data values now differ by several units of brightness rather than just 1, making it
easier to visually distinguish slight differences in the data values.
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5. There are several ways in ArcGIS you can use to stretch the images:

1) Right-click on the image layer >
Properties, choose Symbology, and
you can specify the stretch type. Esri is
the default stretch type of ArcMap.
Other stretch types are standard
deviation, histogram equalize,
minimum-maximum, histogram
specification, and percent clip.

Layer Properties

General Source Key Metadata BExtent Display

etched
RGE Composite

About symbology

Symbology

Draw raster as an RGB composite

Channel
Red
Green
Blue
[] Alpha

Display Background Value:(R,
D G, B)

Band

Band_2
Band_2
Band_2
Band_1

Stretch

Type: Standard Deviations

Apply Gamma Stretch:
Statistics

From Each Raster Dataset

Red  Green Blue

For the details of each stench type, you browse the ESRI website.

2)

You also use Image Analysis to change the stretch type. In the main

menu, choose Windows = Image Analysis. In the Display panel,

you can choose the image stretch type.

Q15- Display the image with Percent Clip stretch. What features does this

Percent Clip stretch highlight?

Find an area in the image with the very brightest pixels that are nearly
saturated with white pixels). Zoom in on this white patch so that the zoom
window contains mostly saturated white pixels. Using the Identify, note that
even though the pixels in the Zoom window all appear to have the same
brightness, they actually do have slightly different data values.

Contrast stretching an image for display does not affect the original image
data. It is important to remember that whenever numerical processing is
performed; the original data from the file are used, not the contrast

stretched data that are displayed.

6. Add vantm.dat again to ArcMap, and display it as a grayscale
image. The two images will probably look quite different, but
remember the data in each view are actually identical; it’s only the
stretch that is different. Using the notes you wrote down in step 4,
Use “Go To XY * in the main menu to get the cursor value for the
new stretching image. Next, record the value of the same pixel from the vantm image that

has the PercentClip stretch.

Q16- What data value is reported by the Cursor Location/Value?

LR MK MK

as

Display NoData as

v Histograme....
[CJinvert

Cancel

Image Analysis

=

Ppply

[ @ vantm. tif

[Oora
[[IBackground

[ Tepup

Esri b

Cubic Convolution ~

F
Processing
JEE e
S e

L

Blend

Laplacian 5x5 ~

Mensuration

ol (0 0 E BN,

Measure in 3D

@
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Both images should report the same data value for the same image coordinate, regardless of the
stretch applied.

Interactive Stretch

3.3.5 Custom stretching

In this exercise, you will learn how to use ArcGIS’s tools for complete
manual control of the image display’s contrast stretch.
1. Set the image (vantm.dat) to display as Red: 7, Green: 5, and
Blue: 4.
2. Open Image analysis, click Interactive Stretch jy .
3. Adjust the stretching range of each band; you will see the change
of image effect.

19.06 37.24 La}

Min-Max Percent:

[0.25 |[o.25 | =

3.4 PLSS and Map reading
3.4.1 Overview

For foresters and other resource professionals, map reading, and the ability to make calculations
from maps is an invaluable skill. This lab will present you with several general problems of
distance and bearings and other map-reading information needs. You will be working with a
digital map, and for several of the problems, you will need to zoom in to the area and then print
out a hard copy to make your measurements from.

Step 1 (NOTE: USGS changes their website frequently, the steps to obtain the PDF may be
different by the time you are doing this lab)
a. Open an internet browser and navigate to http://store.usgs.gov

b. Press the Find Map By Location box,

c. A new window will appear and in the Map Locator search bar, type in “Marys Peak OR.
If the search does not work, then scroll down to Find out more about the following maps
and select the US Topo Quadrangles icon:

Find out mgre about the following maps:

d. Inthe new interface, choose the country USA, and type in the keyword box “Marys
Peak”. If more products are available choose “MARYS PEAK, OR” with the following
attributes:
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o MARYS PEAK, OR TNM GEOSPATIAL PDF 7.5X7.5 GRID 24000-SCALE
TM 2016Survey date: 2020
o Scale: 1:24,000
o Format: Flat
. Press on View/Download Free PDF of the 2020 USGS US Topo 7.5 minutes
f. This should start downloading a pdf file that contains the 7.5 minute map. If the PDF
opens in your browser, click the ‘download’ button on the PDF, next to the print icon.

Step 2. Open the map in Adobe Acrobat or whatever PDF viewer you use

gusss U5, DEPARTMENT OF THE INTEROR o e o MARYS PUAX QUADRANGLE
- 5 GEOLOGCAL SURVEY &3 US Topo & -

Dbt

[ 3,:4 / 1,_;
t to zoom in on the area and print that

e = £

a. For each question or set of questlons', you may wan
section out rather than work from the screen

Note that the sections are generally standard 1 mile sections, in other words, each side is 5280
feet long in ground distance units. When you print out an enlarged section, you can use this as a
ratio to get other ground distance lengths.
For example, if the side of a section is 3.5” in length and you have a distance of some other
measure that is 1.8” in length:

5280 ft «x

35" 18"
1.8 )x5,'280 ft _ 2715.4 ft

The new distance in ground units is

3.4.2 Exercises

3.4.2.1 Distances

Locate the road end in the northeast ¥ of section 16, T12S, R7W. There is a small hilltop with an
elevation of about 1800 feet. The watershed boundary runs through this point. If you were to
follow approximately this watershed boundary and hike to the top of Mary’s Peak:

Q17 - How far would you have to hike? In feet and in miles?
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Q18 - What would be the average percent grade of the hike?

To answer Q17 and Q18 you should use the measuring feature option from Adobe Acrobat
Reader that lets you measure objects on the map. The tool is located in many instances on the

right side of the screen (depending on where you have the toolbar located): . If you do not
find it just search for it in the Search tools box. Once you press it, a new toolbar will appear on

. L] Measuring Tool Eqﬂ Object Data Tool "@ Geospatial Location Tool
top of the image:

Once you are selecting the Measuring tool, you have the option to measure distance, perimeters,

Snap Types Measurement Types
andareas: -~ v UE

3.4.2.2 Coordinates and Bearings

A helicopter has been ordered to do a water drop on a small fire burning on a saddle ridge in the
NE % of section 19, T11S, R7W. The fire center is near the peak with an elevation of 1120°. The
nearest water source is a small pond in the SW % of section 21 (the smaller of the two ponds
shown on the map).

Q19 - What are the UTM coordinates of the pond center?

Q20 - What are the straight-line distance and the compass bearing from the pond center to the
saddle ridge area?

3.4.2.3 Measurements of an area

Q21 - You are interested in purchasing section 13, T12S, RBW. How many acres of non-forest
land are approximately in the section? Measure the square feet and then convert to acres.
Remember that you can use the Measuring tool in Adobe.

3.4.3 Descriptions

Answer the following from the information on the map
Q22 - What data were used to compile the map?

Q23 - What is the contour interval of the map?

Q24 - What are the horizontal and vertical datum of the map?

Q25 - If you needed more map information to the southeast of this map, which map would you
order?

Bonus question: What projective surface was used to create the map: cone, plane or cylinder?
How do you know that?
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3.5 Advanced Topics: Basic Image Analysis with ERDAS
Lab developed by Sudeera Galapita and Dr. Strimbu from Dr. Hilker, ENVI and ERDAS documentation.

3.5.1 Objectives

e Exploring different types of remotely sensed images
e Making colour composites

e Viewing digital numbers

e Histograms

3.5.2 Description of the files

Quickbird.tif is a QuickBird multispectral image of Vancouver BC, Canada
Landsat7-pan.tif a panchromatic Landsat 7 ETM+ image of Vancouver
Landsat99.tif is a Landsat 7 ETM+ of VVancouver BC, Canada from 1999
Landsat85.tif is a Landsat 5 of VVancouver BC, Canada from 1985

VanTM is a Landsat TM of Vancouver BC, Canada from 2006
WestVan.tif is an image of Vancouver BC, Canada

3.5.3 Exploring remotely sensed images
3.5.3.1 Loadimages

The first image is a panchromatic QUICKBIRD (Quickbird.tif) image of Vancouver.

1. To load this image, in the main menu bar, go to File > Open > Open Raster Layer and
then navigate to the place on your computer where you have saved the files associated
with this lab.

2. Once selected, the image will appear in the main window, and the layer details will appear
in the Content Pane area. Alternatively, you can right-click on the main View and select
Open Raster Layer option and navigate to the place on your computer where you have
the files associated with this lab.

NOTE: If you cannot see the files after you navigated to the data folder, click Files of type drop-

down menu in the Select Layer To Add dialog box. Select the All File-based Raster Formats
option from the drop-down menu. Now you will see the related image files in the data folder.
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Select Layer To Add:

File Faster Options  Multiple

Look in: |53 FE444wD3Data v [ et

[ Landast?-pan tif
B Landsatas tif

B Landsatda tif

| Quickhird tif

[ ] vantrm. dat

[ vantrm hdr

& Westvan it

K.
Cancel

Help

Recent ...

Gota ..

File nare:

Files oftype: | All File-based Raster Formats o

9 Files, 0 Subdirectories, 7 Matches, 15069504k Bytas Free

If you want to move the image, click ~# " on the above toolbar. The display image shows
below.

Conten

Contents

1| =~ OflEE Gl

C- HU<4EDP BN £

2 L
ts M

1]

Retriever g x

The second image to load is the “Landsat7-pan.tif”.
3. Todo this, first go to Home > Add View. Then select Display Two Views. A second
View will add to the Content pane.
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4. Select the second View and then go to File and select Open > Raster Layer. Navigate to
the data folder and select “Landsat7-pan.tif”’. Right-click both Views and select Fit to

Frame option.

At this point, you should have both of these images (Quickbird panchromatic and Landsat7-pan)
appearing in the Content pane, and both of these images displayed simultaneously on your

screen.

bl 5| P et Raster

50012945, 547464820 (UTM / WGS 84) 50012945, 5474648,20 meters (UTM Zone 10(WG5 84)) _ Affine (

The second image is a panchromatic Landsat 7 ETM+ image of
Vancouver. You shoul familiarize yourself with the characteristics of
the Landsat ETM+ sensor by visiting NASA or Wikipedia webpage.
Also, think back to Lab # 2, and remember the information provided
regarding this sensor.

Now we are going to see four additional images; therefore, we need
four more additional Views.

5. Go to Home > Window group. Select Add Views and a drop-
down list will appear.

6. Select Display Four Views. Now you will see the main
window with four windows where the bottom two windows are
empty.

7. To add two more additional Views, we are going to split the
bottom two windows into four Views.

8. Now, select 2D View#3 in the main window and select Add
Views. Then select Split Current View Vertically.

9. Now you will see that a new window has been added.

10. Perform the same steps to 2D View#4 and add another view to
the main window (sixth View: 2D View#6).

@

0@l o~ Ol | gf -

O HO4EPBM $-

0.00

Untitled:1 - ERDAS IMAGIN

Google Earth

Add Be
Views *

VAW |
| Split Current View Vertica

| Split Current View
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11. Go to the third window and right-click. Then select Open Raster Layer and navigate to
the data folder and select “Landsat99.tif”.

This time, you can see the image is colored, different from the first two. This is a “true-color”
composite image taken at the same time as the panchromatic image that we just looked at.
Remember what true-color means in relation to the last lab. To know more information about
images, you can right-click the image name on the Content pane and Select Metadata to see the
details of your photos.

12. The fourth image to open is the “Landsat85.tif” (this will result in View # 4), and you can
follow the same steps as previously to open it.

This is also a true-color image from 1985, which means that the displayed colors should match
the recorded colors by the sensor. This image has roughly the same spatial resolution as the
previous image.

13. Next, you will load the “WestVan.tif”” Image to View window (View#5), which has a
spatial resolution of 60 m. This image has a coarse (comparatively) spatial resolution
because of to the part of the spectrum that it is representing.

14. Up until this point, we have been looking at . TIF images. The next (and last) image we
will look at is an ENVI formalt Landsat Thematic Mapper (TM) image of Vancouver
from 1984 (vantm.hdr - View#6).

NOTE: This image is stored in ENVI’s native format and consists of two files: a flat binary file
without embedded non-image data, and an ASCII header file containing all of the information
needed to open the file. The image consists of 512 lines and 512 cells (columns), forming a grid
of 512 x 512 pixels (from picture elements). The image file has seven bands (channels), identified
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as bands 1 through band 7. The ground resolution of each pixel in bands 1 —5and 7 is
approximately 30 x 30 m. For band 6, the ground resolution is roughly 120 x 120 m.

At this point, you have 0 i s oo
had open all the images &= e TR S S ke e
for the first part of this N R R rm—

lab exercise.

You should have a main
window similar to this
figure.

50464471, 345547516 (UTM

Q1 (10%): Include a snapghot of the main window with all the six images opened.

Next, close all the Views in the main window that you have had opened for the first part of the
lab.

For the second part of the lab, please follow these steps:

3. Go to File and select Recent option. Now you will see all the recent image files you had

opened.

Select “vantm.hdr” and open it.

As before, the file’s bands will be available in the Content pane.

6. Once the image is added to the main View, the Raster
Tab will activate. Select Raster | Multispectral and use
Band Selection to select RGB Color. Assign the bands as

oA~

landsataMs = [ B3 -

follows: Custom - B2 -
a. Band3toR
b. Band2to G . B1 =
c. Band1toB Bands

A color-coded three-band image of the VVancouver area opens similar to the following:
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Contents

[ = 2D View #1

[ Y antim nd

Retriever

23769.55, -13594.28 (UTM / Clarke 1866) 000

3.5.4 Making false color composites

Add “Vantm.idr” to a new view. This time you will create a false color composite by selecting
different wavelengths to be displayed as red, green, and blue.

1. Try to assign this band combination: Band 7 2 R, Band 5> G, Band 2 > B
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You should have two display open, One for the true color composite and one for the false-color
composite. You can experiment with different band combinations by loading different bands on
the Red, Green, and Blue boxes.

NOTE: A standard false-color composite, for instance, has Band 4 on Red, Band 3 on Green,
and Band 2 on Blue.

You can also link your display groups so that navigation in one is matched in the others. From
one of the displays, select Link Views and Sync Views options available under Home Tab.
Also, Select Equalize Scales as well form window group under the Home tab.

] T2 e Untitled:1 - ERDAS IMAGINE 2020 Raster =g %
me | ManageData  Raster  Vector  Temain  Toolbox  Help  GoogleEath  Multispectral — Drawing  Format  Table Login to Smart MApp & (@

(Contents|Metadata

“ o,
x :0) S - ¥ previous Extent
o )‘ﬁ ‘ 2 g

N AlignNorth~ | CRBy Q-® @ ol I @l - &~ ©) TErim G -
yo Boenep 5\ (Smat OETIIE O MAAED M $-

¢ Pan

27 143083

Copy

- fitto Reset
i Paste Frame .

Contents

+ % @ vanmhdr
Background

Retriever

6725.19,-1524.99 (UTM / Clarke 1866) 672519, -1524.99 meters (UTM Zone 10{Clarke 1866))  Map Info (2D) 000

Try navigating around the image in one of the display groups by using the pan " * Pan option.

Once you click the Equalize Scales icon, the movements will be matched in the other display
groups.

3.5.5 Displaying individual spectral bands

1. Remove View#2 from the Content pane and assign true color configuration to the image
in View#1.

2. From the Home tab, select the Inquire option. Now you will see Inquire tab is activated.
This tab contains tools for measuring raster values at a specific point and helpful for
finding the coordinates of a point on a raster.

3. Now, look at the attribute table at the bottom of the main window. This table shows the
band combination of the current image display. More importantly, it shows the pixel
values of the point (where the inquire point located) and their affiliated details.
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Ef a B andt otDizplayed 1911

NOTE: Elements of the Attribute table
Band: Displays which layers that are assigned to the red, green, and blue color channels
FILE PIXEL.: Displays the actual pixel value from the image file.
LUT VALUE: Displays the lookup table value for the pixel.
HISTOGRAM: Displays the number of pixels (histogram) in the image that have this
pixel value.
Lookup table: IMAGINE and Lookup Tables
It is rare that the file values that are stored in a raster image can be used as brightness values.
« Inimage files of interval or ratio data such as remotely-sensed data, the file values are
often low and too close together to create an image with discernible contrast.
o Inimage files of normal or ordinal data, the file values do not relate to brightness or color,
but to a class number.
The transformation of file values into brightness values in IMAGINE takes place with the use
of lookup tables. A lookup table is an ordered set of numbers, which is used to perform a
function on a set of input values. To display or print an image, lookup tables translate file
values into brightness values.
For example, the following lookup table translates numbers from the range 30 to 40 to the

range 0 to 255:

30 >> 0
31 >> 25
32 >> 51
33 >> 76
34 >> 102
35 >> 127
36 >> 153
37 >> 178
38 >> 204
39 >> 229
40 >> 255
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Three lookup tables are used in IMAGINE -- one for each color filter or gun. The source
and function of the lookup tables depend upon the type of image displayed.
e Intrue color and grayscale images, lookup tables are viewed and edited using contrast

adjustment.
e Inpseudo color images, lookup tables are stored as a color scheme.

Q2 (10%): Include a screenshot of your main window that includes the attribute table.

4. Now navigate to Raster | Multispectral and change the band combinations as follows:
Red - B1, Green - B1, and Blue - B1l.
5. Observe how the image and attribute table changed. Because now you are displaying
band 1 for the image.

Q3 (10%). Include a screenshot of your main window that includes the attribute table.

6. You can move your inquire cursor by using the Move options available under the Utility
| Inquire tab. Observe changes of the File, LUT, and histogram values by moving the
inquire cursor.

3.5.6 Viewing image coordinates and digital numbers: DN

For many applications, you may need to know the image coordinates (pixel and scan in the case
of raw images, UTM coordinates in the case of georeferenced images). These coordinates can be
displayed using the Inquire tool. Similarly, the value of digital numbers at any given point
(based on cursor position) is also displayed.
4. Select the Inquire tool.
5. Move your cursor over the window in the display and examine the changes in DN values
and coordinates. You can use the drop-down menu in the Move group under the
Utility | Inquire tab.

E— [Reeee

juire Multispectral Drawing Format Table

. f T
J E = | Center Cursor M Move Cursor Down |~ I_
= Center View = éﬁf- Move Cursor Up g

uire | Show Neighbor - i pse
DrT Values 3 i ivelCoog elEad \3 Mave Cursor Down uire
Neighbors Mq bse

<@ Move Cursor Left r

Bp Move Cursor Right

6. You can use the Coordinate Group in the Utility | Coordinate tab to observe the
coordinates of the selected pixel.
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3.5.7 Histograms

In ERDAS, we can use Breakpoint Editor to view, edit, and rescale the histograms and lookup
table graphs for the red, green, and blue.
We can perform this when we have a color image displayed on the main View.

1. Adjust “vantm.hdr” image band J [ Breakpoint Editor Forv..  — [ X |
combination to true-color E— . L
configuration (refer step 4 on page 6). > © (M98 ¥ o % A 7

i I - Fed
\_(ou can sglect Breakpoint Editor by ca305 ™ g
right-clicking the true color layer on SEE 7
the Content pane > select iss)
Breakpoints. Tl T

2. Now Breakpoint Editor For $ o .. A
vantm.hdr dialog box will open. To 0 256
get a better look, you can maximize % . Green
this dialog box. 453;‘%

3. Let’s look at some features available |

. h h i P
in each grap ; ) I

& F
S Red . i 256
255 . =
. ue
¥ [ 35057 %
B 255
L i E Ul /
|
0 11“ w i,
; & F
10036 0 256
122
5 Histagram :)AOI @Wholelmage OViewerExtent
Apply To: (A0 (O lmage File (@) Lookup Table
| Apphe Al Load... Sawve.. Help

i
1] 4 110.431 2586
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1 | Gray histogram - histogram of data values of the input image

2 | Red histogram —histogram of brightness values of the Display device, in the color
corresponding to this band. Can be Red, Blue, Green for multispectral images, and
Yellow for panchromatic images.

3 Pointer - location of the cursor

4 | Xaxis—

Range of data values sampled in the statistics.

0 - Minimum data value; also darkest values of a continuous image
110.431 - Data value (X-value) at pointer location in histogram

256 - Maximum data value; also lightest values of a continuous image

5 |Yaxis—

Contains two values because there are two histograms.

Gray histogram - Range of frequencies of input data values is 0 - 29283 (upper number).
Red histogram - Range of Display output brightness values is 0 - 255 (lower number).

0 - Minimum Display output brightness value

10036 - Data frequency value (Y-value) at pointer location in histogram

122 - Display output brightness value (Y-value) at pointer location

29283 - Maximum frequency value

255 - Maximum Display output brightness value

6 | Breakpoint - Drag to define segments of the Lookup Table and to move these segments
with the mouse.

7 Rescaling arrows
(Source: ERDAS IMAGINE help)

4. Click on Add breakpoint 4= icon and you will see your cursor changed into + mark.
Now you can click on the graph (lookup table) where you want to add a breakpoint.

NOTE: If you need to delete a breakpoint, you can use Delete breakpoint =% icon.
5. Drag your point, and you will see the changes in the lookup table graph. You can use
£ Apply LUT icon in the histogram section or the Apply All button in the dialog box to
see the changes you just made to the image.
6. Apply steps 5 and 6 for Green and Blue histograms as well and see how your “vantm.hdr”
change.
Q4 (15%). Include a snapshot of your image along with the Breakpoint Editor dialog box.

7. Now go to the red histogram, click Lookup Table CellArray icon . A separate dialog
box will open, which is the lookup table editor for the respective color.
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8. In this table, you can see two different sections, including Lookup values and
Breakpoints.

NOTE: Lookup Values table has two columns, Input column that contains the pixel data value
of the input data. The output column shows the brightness value of the display device. You can
change the X and Y coordinates of existing breakpoints located on the lookup table graph in the
Breakpoint Editor in the Breakpoint table.

9. You can enter different y values and see how those values affect the respective graph and
overall image presentation. Press enter once you enter a new value and click £ Apply
LUT to update the changes.

Q5 (15%). Include snapshots of the Lookup Table for each band along with their Lookup
table graphs. Also, include a snapshot of your main View after you apply all the changes.

. Blue Looku.. — Ll 4
o + — — .
oK I:I BGE v W AP M= Lookup YWalues Ereakpaoin
~ Red lnput | Output ™ ~
[ 9388 ™ — : '
255 1
E e 1 15
— 2 17
— 3 20
0
£ i i 4 22
0 256 & 24
G 26
= Green 7 28
[ 4e542™ 5 a1
2bh g 3
A
10 i3]
11 a7
0
I |
. 25 14 44
" 1R T v
[ 35057 %
255 Help
g ~1
0 ! .
; & 4
0 26h
Histagrarm (A0 @Whole Image () Viewer Extent

Apphy Tos (A0 (O Image File (@ Lookup Takle

Apply All Load.. Save... Help

Retriever o X
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3.5.8 Image enhancements

The pixels from an image can have any value: negative, positive, integer, or floating-point. When
the image data are visualized on screen, they are displayed as brightness values for each screen
pixel. A data pixel with a larger value will be brighter than one with a smaller value. However,
unlike the image data, screen pixels can only have 256 unique brightness values, varying as
integers between 0 and 255 (where 0 is black and 255 is white). Clearly, this limitation prevents
the data from being displayed with brightness exactly equal to their real value. For example, how
would you display a negative data pixel or floating-point data ranging between zero and one?

Stretching the image data refers to the method by which the data stored by each pixel is rescaled
from original values into a range that the monitor can display — namely, into integer values
between 0 and 255 (if the monitor has a color depth of 8 bits). For example, if the image data
were floating-point values that ranged between -1.0 and 1.0, the image might be stretched such
that data values of -1.0 are assigned a brightness of 0, and data with values of 1.0 are assigned a
brightness of 255. All of the intermediate data values would be assigned new stretched values
based on a simple model or stretch type.

Commonly, a linear stretch type is used so that the stretched data values maintain the same
relationship to each other as the original data (e.g., the relative distance between two stretched
values is the same as the relative distance between the two original data values). Other stretch
types use different models to assign intermediate values, such as gaussian, equalization, or square
root functions.

7. Display the first band of the “vantm.hdr” image.

| -
8. Open the Inquire attribute table by clicking Inquire icon —I_ nquire
9. Roam around in the display window using Move Cursor up/down/left/rlght option

il Move Cursor Up ™ 4vailable in Utility | Inquire tab. Try to find some of the brightest

and darkest pixels in the image (you can zoom in or out to use the resolution you think it
is appropriate for you to operate).

10. Using the Attribute table, note the data value, the corresponding screen value (i.e., File
Value and LUT value), and the image coordinates for one of the bright and dark pixels.
To answer the next questions, include a snapshot of the area used, attribute table
and coordinate values:

11. You can utilize options available in the Coordinate group under the Utility | Inquire tab
to record the respective coordinate values for bright and dark pixels.

2D View #1 : vantm.hdr

Band Histogram [Input]

10463 _—

B dMotDizplafed 14064
T 8 Map = 746311, -328196 ™ meters

B4 1 BandNotDlspIayed 5193 P
B5 44 BandNotDisplayed 5764 UTM / Clarke 1866 f

BR 18 BandMotDisplayed 5348 H
BY 20 BandMotDisplayed 3489

Crnrdinata

The exact method that is used to rescale the image data into brightness values can make a drastic
difference in the way that the image looks. Thus, it is quite common to adjust the parameters of
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the stretch in order to maximize the information content of the display for the features in which
you are most interested. This process is referred to as contrast stretching because it changes
contrast in the image -- the relative differences in the brightness of the data values (i.e.,
increasing contrast means that the dark pixels are darker, and the bright pixels are brighter, so the
brightness difference between the two is increased.

For example, consider an image whose data numbers (DN) are integers that range between 35
and 85 (only 51 different data values). If this image was stretched with a simple “one-to-one”
model where a data value of O is assigned 0 brightness, and a data value of 255 is assigned 255
brightness, then the image display will be quite dim (since the brightest pixel is only brightness
of 85). This stretch produces a low contrast image because a difference in data value of 1 unit is
represented by a difference in brightness of 1 unit. Furthermore, much of the range of available
screen brightness is not being used because there are only 51 different values in the image data
(i.e., there are no pixels with a brightness between 51 and 255, so this brightness are unused).

The image contrast could be maximized by assigning a brightness of 0 to the minimum data value
of 35, a brightness of 255 to the maximum data value of 85, and linearly stretching the remaining
49 data values through the rest of the available brightness range. This increases the contrast
because adjacent data values now differ by several units of brightness rather than just 1, making it
easier to visually distinguish slight differences in the data values.

Through careful adjustment of the image stretch, it is possible to highlight certain features in an
image, and ERDAS provides several sophisticated tools for this purpose. ERDAS’s default
stretch (defined in the configuration file) is Standard Deviation Stretch. By default, this process
uses the data between -2 and +2 standard deviations from the mean of the file values

and stretches those values to the complete range of output screen values.

12. You can choose
different type of
stretching options by
selecting the Adjust
Radiometry icon in
Enhancement group
under Raster |
Multispectral tab. Be
familiarized with
different starching
options available under
this drop-down menu.
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13. Also, you can select the General Contrast option from the Adjust Radiometry drop-
down menu. A separate window will open and maximize the window size.
Here you can select different starching methods, and all of them will add the Previews
window. So, you can select the best option for your image enhancement.

I bl 2 - 2 2 [ contrast Adjust: vantmhdr = o X
Home Mdna(_z&'[? Metho{Tinaar o) § R mSrrrrrrrsem [“]Label Previews
: < Discrete DRA 7] ConstantValue - g -
A— Slope|Dynamic Range Adjus| &
Gamma =
Shift. | Geussian
Histogram Equalizatior
Enhancement et
Contents 4 x
= [ w8 2D View #1 S I
-o@ evera
J Background Of the
= - 3" —fta =
Std Deviation Gamma Level Slice
Min-Max ¢ Linear
Retriever 2 x
Histogram Source: Apply To
Whole Imag Lookup Tat v
Breskpts . romInquire Ba Compare Al Close Help

commonly used contrast stretches can be applied to the displayed image without having to
manually define the parameters for the stretch. The Linear stretch sets the data minimum and
maximum to screen values (brightnesses) of 0 and 255 and stretches all other data values linearly
between 0 and 255.

14. Now NN NNNRNE Click and drag the zoom wheel to enlarge or reduce size
of chips in Preview pane.

15. Select Standard Deviation from the drop-down menu. Then set Standard deviation to
2.

16. Click add new Preview image I3 icon, this will add another Standard deviation
preview (Std Deviation #2) to the Previews window.

17. Change the Standard deviations to a lower number (i.e., 1) and compare it with previous
image (Standard deviation =2).

Q6 (10%). What features does this stretch highlight (by lowering the standard deviation
value)?
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[ Contrast Adjust: vantm.hdr - [m] x

18. Select the image with Standard Deviation 2 and click apply. This will add to the main
View and Minimize the Contrast Adjustment dialog box.

Find an area in the image with the very brightest pixels that is nearly saturated with white
pixels). Zoom in on this white patch so that the zoom window contains mostly saturated white
pixels.

. . Inquire = . .

19. Using the Inquire icon —I:F R , note that even though the pixels in the Zoom
window all appear to have the same brightness, they actually do have slightly different
data values (refer to the attribute table)

20. You can use Show Neighbor Values option to study the brightness values in adjacent
pixels. To perform this task, you can select Show Neighbor Values icon in the
Neighbors group under Utility | Inquire.

21. Select Center cursor and setup Neighbor Row = B1, Neighbor column = File, and Focus
value to 8.

22. You can see the attribute table results at the bottom of the main View. Your selected pixel
will be highlighted.

Q7 (15%). Include a screenshot of the main View that includes the attribute table.
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Contrast stretching an image for display does not affect the original image data. It is important to
remember that whenever numerical processing is performed; the original data from the file are
used, not the contrast stretched data that are displayed.

1. Now Restore down the Contrast Adjust dialog box and setup you screen similar to
following setup. Also deactivate the Show neighbor Values tool as well.

D3P P~ Utility Raster
e  Manage Dat—fagter  Vector T Toolbox  Help  Google Ea nquite | Multispectra aw Format

* 745500, -328400

000 =] center ]

UTM / Clarke 1866 No Elevation Datum 5 [#]ce i "
Show |Show All Inguire = Show Neighbor

Ne Elevation Source Panel | Layers Color~ Values - | A Drive Google Earth  Fil

Contents

(7] == 2D View #1
0@

1 Background

Scale: 280 =

Retriever 3 x

Histogram Source: Apaly To

Wholeimec ~ | LookupTel v

Breakpis.. | rom Inquire B0 Compore All | Close Help

2D View #1: vantm.hdr

Layer 8and Fie
[
82 ]
83 5
B4 o
85 “u
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2. Navigate to the Coordinate group and enter the coordinate values you have recorded
from step 4 in section 3.6. You will see that Inquire cross hair will move to the same
exact place you had previously in section 3.6.

3. Now go to Contest Adjust window and change constant adjust methods one by one form
the Methods drop down menu. Each time click apply, so you can see the change of image
enhancement from the main window.

4. Save your work. File > Save As > Session > Lab3_yourname.

mmmmma

B4 4
BS 44
BE 18

Q8 (15%). Compare the data (in File column) you recorded in Section 3.6 with the data
recoded from above step (step 3). Do you observe any changes when you changing different
stretching methods? Explain your answer. Use appropriate screenshots if it is necessary.

Please submit the answers to questions on Canvas as a pdf file. Also include the question and
question number with your answers.
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4 Stereopsis & Photo Typing

Lab developed by Dr. Strimbu from the notes of Dr. Hilker.

4.1 Objectives

e Use stereo vision
e Interpret orthorectified images
e Estimate areas on an orthorectified image

4.2 Stereopsis
4.2.1 Overview

When aerial photographs are obtained in sequence by an aircraft traveling at a defined height and
speed, the characteristics of an object can be measured in three dimensions. The capacity to
measure objects when seen from different positions (perspectives) is using the perception of
depth. The ability to identify 3-dimensional structures from binocular vision is called stereopsis.

Stereoscopic coverage is obtained where two photos overlap. If your left eye looks directly at an
object on the left-hand photo, while your right eye looks directly at the same object in the right
photo, your brain puts together a 3-D image of the object because of the difference in the two
angles of view.

A stereoscope is used to achieve the required optical isolation of each eye, as well as to provide
magnification for air photo interpretation. Because the distance traveled by plane between the
times the two photographs were taken greater than the distance between your eyes, the vertical
dimension is greatly exaggerated in aerial photography, and slopes can look like precipices.

A pair of successive overlapping photographs along a flight line constitute a stereo pair. A stereo
pair may be viewed with a stereoscope to produce a three-dimensional representation called a
stereo model.

How to see Stereo?

1. Select a pair of photos and make sure they form a stereo pair (provided by the instructor).

2. Look for a feature which you can see in both photos. Place the two photos side by side on the
table under a stereoscope, make sure that they are lined up correctly along the line of flight.
They should be spaced apart approximately the same distance as the lenses of the stereoscope.

3. Move the photos gently around beneath the stereoscope until the images come into focus, and
the illusion of three dimensions is created.

The following method may be useful to achieve a stereoscopic view.
1. Put the tips of your index fingers on the same object in the left and right photos.
2. Move the fingers until the fingers are fused, then remove fingers and leave photos intact.

Tips:

1. Make certain that the photos are properly aligned, preferably with the shadows falling
toward the viewer.
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2. Keep the eye base and the long axis of the stereoscope parallel to the flight line.

3. Maintain an even glare-free illumination on the prints or transparencies.

4. Arrange for comfortable sitting and sufficient illumination.

5. Keep the lenses of the stereoscope clean, properly focused, and separated into your inter-
pupillary distance.

Select a set of photographs and attempt to see them in stereo. Take your time and relax. If you
cannot see stereo in the first attempt, select a new set of photos and try again. If you still have
trouble select an urban stereo pair, or one with topographic relief, as they as sometimes easier to
see on stereo.

4.3 Visual Image interpretation
4.3.1 Tree and Tree Species Identification

Look at the sets of prints of individual trees. The photos have been taken on a very large scale (1:
600). The prints cover several common tree species in Oregon (Figure 6).

Figure 6. Stereo pair from Oregon

Q1./10%] Different features: List four (4) different features of the trees in the scene.

No. Feature

Example Size of Crown varies between species
1

2

3

4

Species identification.
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Try to identify different tree species visually based on the features shown below. How do you
think the tree crown of a conifer might look like as opposed to an Alder tree? Where would you
look for Alder trees? Try to identify a few unique features about the tree species

Q2. [20%]In the table below, complete two more features for each crown.

Species Feature 1 Feature 2 Feature 3 Feature 4
Alder Net shaped pattern Smooth texture

Douglas fir Arrow shaped branches Tall

Western Hemlock  Skinny branches Lots of branchlets

Cedar Spindly crowns Lighter in tone

4.3.2 Stand delineation

A forest is comprised of individual stands. A stand is formally defined as a managed ecosystem
with trees as the main species. In most instances, age or species composition will differentiate
stands. An area with hardwoods would be constitute a different stand than an area with conifers.
Similarly, an area with 100-year-old trees would form a different stand than an area with newly
planted trees. Theoretically, stand delineation is objective, but in practice, different people may
look at the same forest and draw different stand boundaries, which make it in fact a subjective
process. For instance, consider a mixed conifer stand forest with a small pocket of hardwoods in
the middle. Is the pocket of hardwoods a separate stand, or is it incorporated as part of a larger,
mixed-species stand? In many instances, these questions often come down to personal preference.
However, operationally a stand is defined strictly by the organization managing the land, such as
a stand cannot be less than 1 ac, for example. This choice is defined by the smallest areas that can
be managed independently. In the case of the pocket of hardwoods in an otherwise coniferous
stand, is the pocket large enough to support its own harvesting operation? If yes, you might
consider this a separate stand. If not, it might be better incorporated as part of the larger,
surrounding stand. For accurate stand delineation, it is advisable to look at aerial images as well
as walking thru the forest and examine it on the ground.

Delineation of stands, or boundaries identification, is a subjective process, but it is advisable to
start at a known location within your forest, such as an intersection of roads, a house, or a pond.
Next, look for areas that have the same tree species composition, basically, shape and color,
similar ages, which means the same texture. Using the main visual interpretation tools mentioned
in the lecture and in the textbook, identify areas of the forest look the same and what areas look
different.

Q3 [10%] What are the main tools used in image interpretation?
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Figue 7. Stand delineation following visual image interpretation

Figure 7 shows the stand boundaries drawn on the aerial photo, which can now serve as a stand
map. Notice the difference in color and texture between the different stands.

Once you have identified your stands, give each one a name to identify it. There are two common
systems of naming stands: one that is database-driven, on which each stand is named with a
string of letters and numbers meaning something from a data management perspective (such as
AlAl, A1A2, etc.), and one that is personally driven, such as the stand nhame means something to
the user or owner, such as John_DF2011LakeNorth, meaning the stand of Douglas fir planted in
2011 north of the lake on John Road.
1. Choose a forested area of approximately 1 square mile around Blodget, OR from Google
Earth.
Sl SE e (@&
2. Delineate at least 5 adjacent stands using the Add polygon tool — 7/
available in Google Earth.

Q4 [5%] Include a snapshot of the map with the boundaries of the stands.

Note: You could enhance your polygons by choosing a 100% transparency and a boundary line
thicker than the default 1 point. You can get access to these features by right-clicking the polygon
and selecting the properties option. Then you will see the Google Earth- Edit polygon dialog box
where you can change transparency and line thickness.

4.3.3 Estimate area of a stand
In the field, it is helpful to estimate the acreage of a stand from an orthophoto. Usually, this is not

exact, but a reasonable estimate should work fine in the field for the purpose of course estimation
of resources. The current technology allows you to measure areas with various GIS software on

71



Remote Sensing and Photogrammetry - Forestry Applications

i 5

portable devices, such as Google Earth, and lately, Adobe has a tool that lets you measure the
acreage inside the pdf file. Nevertheless, in many instances, such as lack of battery or power
supply, you could be tasked to estimate the area of a stand in the absence of software, using only
the aerial orthophoto. In these situations, the easier way is to use a dot grid.

o/o/o|o|o|[o|0|e|0]e
o|lo/o(o|o(eo|o0|e|0|e
o|lo/o(o|o|[o|0|e|e|e
0000 oo
o[@[e|e|o|00 e\0|e
oo[d\o|e 000 e|e
00000420
granpreadonrt
olov/ofee/e|0e]e
o/o/o(o|o|[o|0|e|e|e

Figure 8. Area of a polygon estimated using a dot-grid (image from Koester et al. 2004. Sweep Width
Estimation for Ground Search and Rescue)

A dot grid is a series of evenly spaced dots (Figure 8), often printed on a clear plastic sheet.
These grids are available from forestry supply merchants. You can also make your own using a
piece of graph/grid paper. The method of measuring the area is very simple and relies on the
scale of the orthophoto. The procedure is very simple:

1. Overlay the grid on your map/photo,

2. Count the squares or dots that cover each stand,
3. The area is simply the product between the number of dots within the stand with the area
represented by each dot.

The first step is either to acquire a grid or to create one. If you have a dot-grid, then you can skip
the creation of a grid part, but if you don’t, you should continue reading. A grid can be created
easily using a transparent sheet of plastic (provided) and an engineering paper. Overlay them,
with the clear sheet on top, then with a sharp pen, pencil, or needle mark the corners of the
engineering paper.

The dots would cover a square with at least 100 dots, meaning 10 x 10. The next step is to
determine the area represented by each dot. To do so, you should measure the distance between
the dots then convert it to units. For example, if the distance between two dots is 1/8 inch and the
scale of the map is 1:24,000, then the distance between dots is 3000 inches or 250 feet. Each dot
represents a square with the side distances between the dots, as shown in Figure 8. Therefore, the
area represented by each dot is the square of the distance between dots, in the example 6.250 ft?
or 0.1434 ac.
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Once you know how much area each dot represents, then you should count how many dots are

Wl

) 10 20 30 40 50 60 70 80 90 100 110 120 130 140 1§

inside the stand.

Figure 9 shows a dot-grid overlaid on an aerial photo of a stand. Let assume that inside the stand,
you have counted 214 dots.

The final step is to estimate the area of the stand, which is the number of dots multiplied with the
area represented by each dot. Therefore, the stand area is 214 x 0.1434 acres or 30.4 acres.

Q5 [25%]. Print the Google Earth image with the delineated stands from Figure 7 (be sure that
scale bar is included in the print). Using the dot-grid and the scale bar, estimate the areas of
the five stands.

Wl

) 10 20 30 40 S50 60 70 80 90 100 110 120 130 140 15

Figure 9. Dot-grid overlaid on an image on which the boundaries of a stand are drawn.

4.4 Landforms and Land uses in Google Earth.

In your lab, there is a .kmz file which contains questions that are tied to locations in Google
Earth. Double click on the GoogleEarth.kmz file to start Google Earth. Then, double click on
each of the questions, and it will bring you to the location that this question relates to. The
questions are also printed below.

Q6 [5%] What do you think is happening in the forested areas at this location?

Q7 [5%] What caused this feature? (Zoom in with the little yellow person for a better

appreciation of it)
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Q7 [5%] What kind of housing is this (directly under and immediately surrounding the pin)?
Q8[5%] Starting at the pin and extending north along the coast for almost 6 miles, what do you
think is happening in this area?

Q9 [5%] What large structures do the large grey roads provide access to? Approximately how
large do you think they are (use things visible in photo to get a scale approximation). What do
the smaller, tire track roads seem to provide access to? This answer is not as apparent as the
previous one and requires consideration of where the image is located (the state should help).
Q10 [5%] What are the new features added to the river (clearly seen in 3/10/2005) that were
not present in the 1994 photo? What do you think they are used for?
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4.5 Advanced topics: Photogrammetric Point Clouds

Lab developed by Dr. Strimbu using data from Vernon Parish, Louisiana.

Objectives
e Basic operation with point clouds
e Generate Photogrammetric point clouds from airborne stereo images
e Knowledge on high-resolution aerial images

1 Files Used in this Tutorial

The lab will use four files, three aerial stereo images, and one a block file. The aerial images were
acquired with an UltraCam X Camera, produced by Vexcel Imaging GmbH from Austria.

e The image files are LA001_0003.tif, LA001_0004.tif, and LA0O1_0005.tif. To ensure
that the images are positioned correctly, another file is created during the
photogrammetric process, which is not presented in this lab: the aux file. The aux file,
which is an abbreviation from the auxiliary file, is used in conjunction with non-native
ERDAS IMAGINE files accessed thru the dynamic library Raster DLL and stores
information not normally supported by the .tiff file.

e The block file is: FE544LA.blk and contains the photogrammetric information of the
images, particularly the Interior and Exterior Orientation Parameters, the Coordinate
System, the Average Flying Height, the Sensor Model, and Camera calibration
information.

Q1. [10%] What are the wavelengths recorded by the UltraCam X?
Q2. [10%] What is the pixel size of the UltraCam X sensor?

BEFORE YOU DO ANYTHING ELSE: Retrieve the data for this lab from your course drive.
The data for this lab can be found on T drive under Teach/Classes/FE444/2020/Lab4/. Download
all the files locally, on the computer, as they are very large (more than 1 GB/file).

2 Background

The remote sensing files stores spatial information in two formats: raster, which is based on
matrices, and vector, which is based on points and relationships between points. Both types can
store planar coordinates (i.e., x and y) as well as three-dimensional coordinates. When the 3D
information is stored in a raster format, the files are commonly named digital elevation models,
whereas, for vector format, the files are commonly referred to as point clouds. There are two
types of point clouds, one obtained from passive sensors, like images, referred to as
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photogrammetric point clouds, and the other obtained from active sensors, like laser, referred to
as lidar point clouds. Photogrammetric point clouds are obtained using stereometrics principles,
which rely on the observation that the perception of depth is obtained by observing the same
object from different viewpoints (locations). To make exact measurements using stereopsis, there
are several details that must be known for each image, among which the following are the most
important one:

e Imageid

e Interior Orientation Parameters

e Exterior Orientation Parameters

e Coordinate System
Average Flying Height
Sensor Models
Camera calibration information.

Once the images are properly aligned and positioned, dimensional measurements are possible,
including elevation. The process of correctly position the images is mandatory and requires
several steps, some iterative. Because of the length of the lab, the positioning of the images is
not included. The file containing all the information needed for 3D measurements is called the
block file (it has the extension blk), which is provided. If dimensions are needed in a raster
format, then digital elevation models are produced from the stereo pair. However, if the vector
type format is required, then point clouds are produced. In this lab, we are focusing on the
creation of point clouds.

3 Generation of a photogrammetric point cloud from stereo images

1. To generate point clouds from stereo images; first, you must open the block file. This is

achieved by pressing File = Open - @J Phote
on your computer, which is named FE544L A.blk:

grammetric Project.,

. Then navigate to the block file

LA001_0005 tf
544/LADD1_0004

1 et

/Completed/ TRS2011/1 )_

/Completed/ | TRS2011/1 d/FES44LA bk

/Completed/| TRS2011/Erdas_Cloud/Fawlimages/FES44.e1
d b

imagine 20 &
pleted/I TRS 2011 /Erdas_Cloud/Rawlmages/Output/0 ¥
>

Ok Claar Cancel Help
File name:

Files of type:  Block File [*blk] v[*

After you open the block file, the information needed to extract the 3D data is displayed in four
windows: Contents, 2D View #1, 2D View#2, and the Images.
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Contents & X 3 view #1: fesddiablk G A B B X 2D View#2: feSadlablk f AR

-] | 2D View #1
£ @ @ fesiablk
Images
B orthos

A

Images

RDW"] ‘"‘affm Py /prajects/completed/itr 20::7:::_[”& i I01_0003. Acivaz‘azﬁgmﬁ

2 12 /projects/completed/itis2011 ferdas_cloud/rawimages/001_0004. v [ O ) I O

3 13 » w/bogdan_itrs/rawimages/rabi bigh 16bpe/001_000S tif v [

= = 2D View #1
. . 5[] [H] fe3Mlablk

NOTE: The Contents window shows the main parts of the block 5 Images
file, namely the images, the terrain model, the tie points, the 001_0003.tif
checkpoints, and the control points. The block file also contains foditongy
the Orthophotos, if they are produced. @ Orthos

=1 [l Terrains

u ii-dan-3-aero_dtn
=

[[] Tie Paints

D Check Points

/& Control Paints

The 2D View #1 shows the footprint of the images used in the generation of the point clouds,
whereas the 2D View#2 shows the points used to connect the images. As we see, only tie points
are present.

2D View #1: fe5441a.blk G A B B X 2D View#2 fe54dla.blk g A

The Images window shows the image ID and whether the orientation parameters are present or
not. The image ID from the block file corresponds to a physical file, which is identified by its
path that is shown in the Image Name column. If the Image Name does not match the path,
which is very likely given the relocation of the files between computers, the Online column
would be red, meaning that a new synchronization of the image ID with the Image name should
be done.
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Images
Fow# | Image D | Description | > Image Mame Active| Pyr. | Int. | Ext. [DTM |Ortho | Onling
1 11 Jprojects/completed/its2011 ferdas_cloud/rawimages2001_ 0003, [N 1 ]
2 12 /projects/completed/itrs2011 ferdas_cloud/rawimages/001_0004. [ 0]
3 13 4 w:/bogdan_itrs/rawimages/rgbi high 16bpe/007_0005, v « [l 0 ]

2. To rebuild the relationship between the information stored inside the block file and the

physical images, press the red cell under the Online column corresponding to each image and
navigate to the correct location of the image

Digital Camera Frame Editor (001_0003 tif) — [m] X
Sensor  Interior Orientation  Esterior Information
Image File Name: 001_0003
Attach View Image Edit All Images... Previous
Next
Block Madel Type: Digital Camera o
Cancel
Sensar Mame: Wencel ~ Edit Camera New Camera.
Help

3. In the new window, click Attach to navigate to the image location:

File

Look in: [ 5 exampl

(2 ermapper
[Z1 Objective

List of Recent Filenames >

Recent

[ /Projects/Completed/I TRS 2011 /Erdas_Cloud/FES44/feb44la bl A
d:/projects/completed/itrs 2011 ferdas_cloud/feb44Ai-dan-5-aero_dim.b
da’prn|ects£completed£ltrs2011.n’erdas cloud/feBdd,/LAD0T_0005, tf
d 'I'I.-’erdas cloud/fe544/LA001 0004t
1lerdasz cloud/feb44,/LA001 0003 4L
1 SZD‘I‘IHErdas Cloud/FES44LA bik
D /Projectz/Completed/ITRS 2011 /Erdas_Cloud/Hawlmage:/FES44. &0
c:/program filez/hexagonderdas imagine 2020/etc/eatestrateqylibrany. e:
D /Projects/Completed/| TRS 2011 /Erdas_Cloud/R awlmages/Output/0 ¥
£ >

Clear Cancel Help

NOTE: If you can not see the image files after you navigated to your lab folder, you may need to
select the “All File-based Raster Formats option from the “Files of type” drop-down menu.

If the new folder location contains all the file from the block, they will be shown:

File:
Look in:| ‘=3 fe544
(23 Output

[ La0o_0003.t
[ Lanm_nno4 ki
[ Lanm_noos t

4. Choose the appropriate one, then press, OK. Once the file is added, the cells under the Online
and Pyr (from Pyramid) column would turn green, which symbolizes that the file is ready to be

used (if the Interior and exterior parameters are also green). Repeat the previous steps such that
the rest of the tree images are ready for processing.
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Images
Row# | Image Il | Description | » Image Mame Active | Pyr | Int. | Ext. DT | Ortha | Online
1 1 o projects/completed Atrs2011 ferdas_cloud/feB44/1a001_0003 4 » |00 0 0 D I
2 12 d:/projects/completed/itrs2011 ferdas_cloud/fe544/15001_0004.t » O
3 13 P |d: /projects/campleted/is2011 ferdas_cloud/fe544/a001_ 00056« |0 0 I

5. Once the images are properly connected within the block file, you can see them in the viewer
by turning each one off then on in the Content pane.

Contents rx

-[¥] sl 2D View #1
5[] [@] fes44lablk

2D View #1: fe544la.blk

§ A B % X 2D View #2 fesddlablk

&
>
-3
el

12001_0004.tif
13001_0005.tif
@ Orthos

Terrains

[ Points

[ Tie Points
[ Q) Check Points
[0 A\ Control Points
(J Background

Retriever rx

6. The point cloud generation process is executed with the Photogrammetry tab by selecting
Generate, then eATE (enhanced Automatic Terrain Extraction).

Untitled:1 - ERDAS IMAGINE 2020 | Photogrammetry |

Terrain Toolbox Help Google Earth Photogrammetry

@ o 7 & 08

Generate| Terrain  Terrain Prep  Calibrate  Orthe  MosaicPro | Reports

= Editor (TE) Tool (TPT) Resample =
|/ Enhanced ATE (eaTE) Mosaic Review |
& A tic Terrain Cvtractinn (ATEL AR T
= xp Enhanced ATE (eATE)
‘” T é\_‘ Enhanced ATE (ATE) ’ -
0 -~ il _ Lo

7. When eATE starts, only the image footprint is displayed.

File Edit View Process Help

D@ (wuneEBE X 0 3der B =
=g Project
- (5 Images
DHD]
- (5 Se=d Source
[ [E3 Strategy
(5 Processing Element
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8. To display the images you * léé"’:::gﬁ
should first check the box & Aot
under the Visible column & g :‘:;

from the table located under (& Procesing Element
the viewer.

9. Next, press the Display
raster images button from

n |‘ jrlj
the toolbar:

NOTE: The Project panel
displays the information
used to produce the
photogrammetric point
cloud: the images to be used,
the area for which the point
cloud will be generated, the
DEM, the algorithm
generating the point cloud, e

Image Name j\l’isible %Aclive‘ Sensor Type
and the Processing element. 11a001_0003.tf | v | v FrameCamera
2 1a001_0004. tif v v Frame Camera
1001 0005 1¥ v [ v | FiaeCaiets

If you click on each folder,
you will see that Images, Seed Source and Strategy have subsets, whereas AOI and the
Processing Element does not. We will see later how to populate the empty options.

The images to be used in point cloud generation are the ones correctly positioned with the block
file. The area for which the point cloud will be generated could be for the entire overlapping area
or only for a smaller one, called Area of Interest (AOI). If you do not select any AOI, the point
cloud will be generated for the entire region that has overlapping images. However, In this lab,
we will choose a small AOI to speed up the computation process, considering that the images are
very large (more than 1 GB).

10. To choose an AOI, press Start AOI Tool, k- , which will open the window called Region
Delineation Tools. Press create rectangle AOI icon, then draw a rectangle on the image, like
below:
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Close

After you selected the AOI, you should save it by pressing the Save icon = AT
located under Region Delineation Tools. After you save it, the name of the £ aoi.aoi
file with the AOI will open in the AOI folder.

The DEM provides the starting point for the extraction algorithm and can be either a general
planetary surface or one that is more adjusted to the area. By default, the global DTM is used; but
the accuracy can be increased is better DTM is used during the point extraction process.

= a Se=d Source

globaldem?2.jp2
The Strategy link shows the parameters used to generate the point clouds.

Once you are familiar with the icons on the Project pane, you can start the actual process of
generating the photogrammetric point cloud.

To generate the point cloud, you should start by establishing the Process Engine Settings & .
The settings values have a significant impact on the processing time and the quality of the point
cloud. The Process Engine Settings window has three tabs: General, Format, and
Radiometry.

I.  Inthe General tab, the Stop at Pyramid Level establishes which datasets to be
used. A value of 0 means that all data would be used, which will take longer but
will produce better quality point clouds. A value of 1 or 2 would be faster at the
cost of accuracy. In this lab, you should choose the value of 1.

Il.  The Point sampling density decides if all pixels will be used (a value of 1) or
every other pixel (a value of 2) or forth (a value of 4) etc. Smaller values lead to
better results at the expense of processing time. In this lab, choose the value of 2.
I11.  Pixel Block Size defines the number of pixels used during the processing at any
moment. Leave it at 500.
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IV.  The Format tab hosts information on the output files, which should be left as
LAS, the maximum number of points (which should also be left at 50 million),
and whether a colored point cloud will be produced (check the RGB Encoding) or
not.

V. The Radiometry tab sets up the Gradient Threshold if the image has poor
contrast or fidelity. Increasing values will lead to more matching points but will
take more time to process. Leave it at 2.5%, as the images have good contrast.

g Process Engine Settings

General  Fomat R adiometry

Default Strategy Mane: default w
Stop at Pyramid Level: 1 =
Image Space:
. ) . . g Process Engine Settings
Puaint Sampling Dengity: 1 | pisels )
General Fomst  Radiomety g Process Engine Settings
Fixel Block Size: 500 : efeenme]) Remmete LAS ~ General Format  Radiometiy

M axinum Points: 50000000 = Gradient Threshold 250 2l =
0 2 2
RGE Encoding: Frimary Processing Band: 2 =
z

> Use all Spectral Data;

i

Fiducial Mark. Offzet:

Threads:

Create a radiometric layer O

tast Wadir:
You can Click OK once you have finished the Process Engine Settings.

11.The next step in ensuring that the point cloud is generated appropriately to check the Output

Settings: & . Similarly to the Process Engine Settings, there are several tabs in the Output
Settings.

I.  The General tab establishes where the files will be saved thru the Project File Directory
box, so navigate to a folder that is easy to be found. If the folder does not exist, you will
be asked if you wanted to create it or not. The rest of the options are self-explanatory, as
they are estimated from the block file and the DTM.

Il.  The Output files tab chooses which outputs will be produced: point clouds in a vector
format, las file (Output Original Points checkbox), Rater format, or in a Nongridded
format. You should choose the las output.

1. The Split tab lets you divide the output point clouds into tiles if the cloud is too big. Do
not divide the output.

IV.  The Thin tab lets you choose fewer points from the original point cloud if the point cloud
is very large. You should not thin the point cloud.

82



Remote Sensing and Photogrammetry - Forestry Applications

V.  The last tab, Classification, let you classify the points into various classes. Classification
Is very important, and we will discuss it during the lidar part of the class. For the time
being, you should not classify the point cloud.

o Output Settings 'Y
General Dutputfiles  Split  Thin  Classification
Project File Directory: [*]
| foncects/compleecins2011 frdas_cloudf544/mutoul @ B Output Settings x
= = General  Outputfies  Spit  Thin - Classification
Match densiy 3 1.00 : v 1o 2 ek ‘ 2
Output Original Points (no thinning, fikerng. or classification applied)
Minz: |11 = | onginal_terrain.laz V| [ |2000 2 Milion Points Per File
meters Reset To Default
Maxz: | TFE1 i [ Output Pairits in Raster Farmat
| razter_tenain. img v| B’?‘
[] Bounding Box
Cell Size ¥ 016 = g 016 2 Meters
UL 455623 12604561 = LRy 457908 16E1052¢ =
Ly 3426286 695009 = LAY 3423659 2776997 = Surfacing Method Linear
1= 50 = % A A
Subdivide: |: = Overlap = Create Dutput Boundary A0 D Dutput Points in Nonaridded Format

wector_terair.ltfx | = [5p - . . ;
Conce e | B =] Wilon Pais s il

Click OK once you have chosen the appropriate settings, as described above.

The next step in the production of photogrammetric point clouds is the selection of the algorithm
and its parameters that estimate the location of each point. This task is achieved in the Strategy
Manager window. ERDAS recommends to let the options unchanged unless you are familiar
with the procedures. In this lab, we will be leaving the options unchanged.

12. Once all the settings are established, press the Generate Processing Elements button B
This will add configuration files, cfg. Each file defines the element boundaries that can be
distributed across processors. To see the boundary of each element, press each configuration file.
As you see, the boundary area is the overlapping area of the images.

= la Processing Element
B 1o
=

E eATE_merge_0_0.xml

83

e 5



Remote Sensing and Photogrammetry - Forestry Applications

With all the details needed to generate the point cloud from images defined, the last step is to
generate the points.

13. This task is executed by pressing the Batch Run the eATE Process icon: @. This will open
the Batch Command Editor that defines the computational details. You should see the two
configuration files from the Processing Element folder listed as Inputs.

14. To finalize the generation of the photogrammetric point cloud generation, press the Submit
button. In the Submit window, you have the option to start the process immediately after you
press OK or at a later date. Choose the Start Process Now option.

If you have a multicore processor, which most likely is true, you can distribute the computations
among CPUSs; therefore, choose a number larger than 1 to speed up the process. In this case, you
should choose 2 under Simultaneous Process because we have 2 configuration files, which
means that each .cfg file will be executed on a dedicated processor. Once you press OK, the point
cloud generation starts.

Process List - O *
Fiow Process Title Status Frogress )
1 ewhkspace B4
2 eatemanager
JedTE 2 |n Progress, 2 Total 0%
4/ eATE d:/projects /COMPLE ~1/itrs201 | Reverse painvize matching (5] ... ] 3%
5 eATE d:/projects/COMPLE =1 /itrs 207 |Reverse painwize matching [4) .. - 234

NOTE: Depending on the computation power, the image size, and the area for which the point
cloud is generated, this process can take from a couple of minutes to hours.

Q3. [80%]. Generate point clouds for two areas of interest, one a small rectangle and one for
the entire overlapping area of two images (for example, the purple area in the image below).

The results should contain three files:
e A Word or pdf file that has snapshots with the Process Engine Settings Dialog windows,
namely General and Format tabs.

e Two las files.
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5 Ortho-rectification

Lab developed by Rong Fang and Dr. Strimbu from ENVI and ArcGIS documentation.

5.1 Objectives:

e Orthorectify an image using RCP

e Automatically generate GCPs from an orthophoto base layer

e Assess the errors of individual GCPs and the overall model accuracy.
e Georeference an image using a vector map

5.2 Overview

An orthorectified image (or orthophoto) is one where each pixel represents a true ground
location, and all geometric, terrain, and sensor distortions have been removed to within a
specified accuracy. Orthorectification transforms the central perspective of an aerial photograph
or satellite-derived image to an orthogonal view of the ground, which removes the effects of
sensor tilt and terrain relief. Scale is constant throughout the orthophoto, regardless of elevation,
thus providing accurate measurements of distance and direction. Geospatial professionals can
easily combine orthophotos with other spatial data in a geographic information system (GIS) for
city planning, resource management, and other related fields.

An RPC model is a type of model that maps the physical relationship between 3D ground points
and 2D image points. RPCs are not the same as a map projection. Most modern high-resolution
sensors such as WorldView-3 and Pleiades include pre-computed RPCs with their imagery.

The ENVI RPC Orth rectification tools use RPCs—along with x/y/z data from GCPs and
elevation data from a high-resolution DEM—to create an orthorectified image.

Automatic GCP generation is based on image matching between the reference and source images,
so the scene contents should not be vastly different. Automatic GCP generation is more robust if
the reference image and input image have a similar resolution. If the reference image has a much
higher resolution than the input image (i.e., the ratio is greater than 2.5), down-sampling the
reference image should be executed first. The DEM must cover at least the spatial extent of the
input raster.

5.3 Description of the files

e OrbViewSubset.dat is a spatial subset of an OrbView-3 panchromatic image of Coral
Springs, Florida, acquired on 16 January 2006. The image has the RPC information
embedded in the hdr file.

o NAIPReferencelmage.dat is a spatial subset of a National Agriculture Imagery Program
(NAIP) image, acquired on 07 August 2007.

e DEM.dat is a spatial subset of a National Elevation Dataset (NED) DEM image at 1/9 arc-
second resolution.

e BolderSPOT.dat is a SPOT image of Boulder, CO from 1998.

e Roads is a vector format of some roads from Boulder, CO, which are stored as a shapefile.
The shapefile is made up of at least four files: .shp, .shx, .dbf, and .prj.
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5.4 Orthorectification using RPC and DEM

Most images supplied by an airborne or spaceborne sensor are unrectified, therefore there is
distortion across the image caused by the terrain. The orthorectification process of an image
removes the distortions and creates a planimetric image at every location (orthorectified) with a
consistent scale everywhere within the image. In summary, orthorectification applies a
transformation (stretches) to the image to match the spatial accuracy of a map by considering
location, elevation, and sensor information.

An accurately orthorectified image can be produced using the rational polynomial coefficients
(RPCs) in conjunction with an accurate digital elevation model (DEM). Many companies, such as
Digital Globe or GeoEye, deliver some of their images with the RPCs, which can be used to
geometrically correct the unrectified image. DigitalGlobe stores RPC information in a .rpb file,
whereas GeoEye images have the RPC information stored in a rpc.txt file. ArcGIS automatically
reads RPC information in the associated text file (if it can be found next to the image file) and
applies the RPC transformation (image correction) on the fly when displaying it in ArcMap.
However, RPC information can be stored in the files defining the image, which is the case of
ENVI images. The dat files used by ENVI store the RPC information inside the header file, hdr,
which is in essence, an ASCII file.

Q1 [10%]. Why orthorectification is important (at most three sentences)?

Q2 [10%]. What is the main difference between parametric and nonparametric
orthorectification (at most two sentences)?

Q3 [10%]. Are RPCs popular in airborne or spaceborne orthorectification (at most two
sentences)?
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_2. Lister - [e\Users\bogda\Box\ Courses! FE444 FE444F 20200 Week05\ FE444w05_Datal OrbViewSubset.hdr]
File Edit Options Encoding Help

[ENUT

samples = 4985
lines = 5364
bands =1

data type = 12
interleave = bsq
file type = EHUI Standard
header offset = @
byte order = 8
rpc info = {
1.48480000e+00, 4. 00800000e+B803, 2.62445000e+881, -B.02661000e+081,
J.00000000e+08088, 1.48480000e+08084, 4. 00800000e+0883, 1.35300000e-001,
4.272000008e-882, 2.99000000e+0882, -1.968335578e-8083, 3.42466780e-883,
-1.615822908e+808, 1.60480660e-0883, -4 L44854530e-8082, 1.28617840e-805,
-1.39847330e-80823, -3.61894430e-805, 1.47050178e-882, 2Z.09288310e-886,
6.70111768e-884, -5.580363340e-08086, -4.31784780e-0083, -1.8430244600-006,
1.536008008e-803, 5.51892060e-8083, 3.37075120e-818, -4.78163540e-006,
-7 .791550080e-0804, 5.50255300e-0809, 9.909902160e-08081, 8.02944130e-003,
-8.22848630e-8083, 2Z2.58220320e-883, 4. 47673770e-883, -56.44857160e-00Y,
F.2h5016108e-0804, -1 _48810650e-00832, -3.94912810e-003, 2.83260000e-006,
3.94803068e-886, -5.70953980e-0886, -1.27577960e-0805, -8.00780350e-0087,
6.99661318e-886, 2.87574750e-0885, 9_47323550e-0087, -4_31589840e-006,
-4 7098547 0e-806, 4.22293260e-809, -1.16385978e-8083, 1.031845680e+0040,
L. 61249908e-884, -1.38569600e-08082, O.00087040e-083, 1.63542920e-003,
-1.565599508e-8082, 4.878291708e-883, 2.88429480e-884, —1.99584460e-085,
1.74840760e—-00, 7.32830820e-885, 3.49213060e-883, 1.18243670e-885,
1.55654018e-883, -4.408233340e-0886, -3.16561230e-08086, 9.090449460e-005,
-5 .35696880e-0605, -1.91039220e-807, 9.99546570e-881, 2.93979230e-883,
2.15719598e-882, O_45285410e-08084, 1.30807910e-8683, 8.323854510e-0085,
1.804455808e-884, 6.714600870e-885, 5. 64288600e-8083, 1.87976458e-885,
-2.139158308e-8087, -3.42033130e-0887, -1.054716508e-08086, -8.38575640e-0088,
-1.15735720e-8086, -5.79459240e-08856, 1.40185148e-887, -1.97597060e-087,
-0.60805720e-847, -8.00861270e-0889, 8.15600008e+8082, 9.10000000e+8082,
1.000000008e+0080}
¥ start = 911
y start = 8157
wavelength = {
8.625000}
fuhm = {
a.450000}
wavelength units = Micrometers
data gain values = {
2.344000008e-881}
data offset values = {
8.080000008e+ 088}
sun azimuth = 153.11006688
sun elevation = 37.980008
solar irradiance = {
1.493000008e+0083 }
cloud cover = 900_@00680
sensor type = OrbView-3
acquisition time = 2086-81-16T16:01: 087 9044002

As you see, there is no coordinate system inside the header file, just the RPC info, which means
that the image needs to be orthorectified and georeferenced. Usually, this process happens
simultaneously in almost all the packages used for orthorectification. Therefore, the tools used for
orthorectification will include the georeferencing tools too.
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Launch ArcGIS, and choose a blank ArcMap page. Do not forget to save the file often, such that
you will not lose a lot of your work in eventualiti that ArcGIS or the PC will crash.

1. In the main menu, click the Open button :
2. Navigate to the directory where you saved the Lab data. Use Ctrl-click

nids for DEM.dat (1722 x 1708 x

contains insufficient pyramids.

+ data source do e pyramids or
Pyramids allow for rapid display at varying resolutions.

Pyramid building may take a few moments.

to select the OrbViewSubset.dat, NAIPReferencelmage.dat, and the s
D E M . dat About pyramids Yes No Cancel
3. Click yes for creating pyramids. P e s

Compression quality 75

The image will be displayed as follow:

File Edt View Bookmarks Insent Selection Geoprocessig Customize Windows Help

[[JUse my cheice and do nat show this dialog in the future.

20319 263 Decimal Degrees

To start the orthorectification process, you should turn on the Image Analysis L &
interface responsible for orthorectification, which is accessed by o2
choosing Windows -> Image Analysis. This will open the Image gNAIPReferencelmage.dat
H H DEM.dat
AnaIySIS windows. [ 4 orbViewSubset.dat
1. Under image analysis, select OrbViewSubset.dat and DEM.dat. < ;m
— H
Click Orthorectify button:g . A temporary orthoimage is Lo
created (Ortho_OrbViewSubset.dat), which is shown on the top  Precessing =
of the Table of Contents. The orthoimage is overlapped on the SNOsebhEZE£EH
top of the reference image with a roughly similar location. & B
[ — ]
Blend | B
. . arpen w|
2. In the main menu, choose Customize - Toolbars > Sharee '
Georeferencing. This will display the georeferencing toolbar. Mensuration
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4.

Georeferencing = . 3 * I:I =
Image Analysis O x ' i
‘%’NMPF‘.E'FEFEHCEII‘I‘IEQE.dEt
W 2DEM.dat
CrbviewSubset.dat
< >
(¥
| Display

|Pmoﬁesing =
FOosebESEXE
\.@

B

Blend v | By
Sharpen we | M
| Mensuration

After the image was orthorectified, it should bcutelgeoreferenced. In this I, we will
georeference it using another image, namely the NAIP imagery. In the Image, Analysis
windows check the Ortho_OrbViewSubset.dat and NAIPReferenelmage.dat. In the

o+

Georeferencing toolbar, select Ortho_OrbViewSubset active image, and click on N the
Auto Registration icon.

Georeferencing ~ || Ortho_COrbViewSubsst dat ~ i B ) - [
Editor~ A |

Auto Registration

Automatically create links

Auto registration will generate a series of ground control points (GCPs) to link the two
images.
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5. Click on View Link Table
link table.

Link O x
=1 Total RMS Error: Forward:0.00172518
Link. X Source ¥ Source ¥ Map Residual_x Residual_y <Residual = &
00094;

1 -80.294805 26.277188 -B0.295852 26281331 -0.000837221 0.003591 0.00380813

17 -80.281145 26.299898 -80.281168 26.296401 5.65014e-005 -0.00316004 0.00318054

18 -80.231980 26.298474 -80.279384 26.297355 0.00267532 -0.000327812 0.00269533

9 -80.293662 26.257771 -B80.296158 26.258217 -0.00247656 -0.000632886 0.00255615

19 -80.277739 26.298341 -B80.279243 26.299899 -0.00146381 0.00185758 0.00238503

21 -80.266369 26.287018 -80.264142 26.286494 000211592 -0.000549378 0.00213608

1 -80.295098 26.303754 -80.295954 26301372 -0.000634767 -0.00197269 0.0020723

10 -80.296227 26.256148 -80.296092 26.258385 0.000170975 0.00109581 0.00110907

23 -80.259372 26.263867 -B0,259897 26.265522 -0,000596934 0.000903102 0.00108255

1B -80.263589 26.263372 -B0.263608 26.263269 -0.000251125 -0.000886728 0.000921602

25 -80.276530 26.264220 -80.276566 26264170 -0.000143109 -0.000854882 0.000867617

15 -80.264833 26.264077 -B0.264855 26.264025 -0.0002431 -0.000818006 0.000853365

14 -80.262842 26206937 -B0,26285% 26.266811 -0.000240915 -0.000791323 0.000827184

12 -80.265829 26.266043 -B0.255849 26.265961 -0.00022338 -0.000792358 0.000823243

13 -80.264535 26.266265 -80.264555 26266197 -0.000235436 -0.000761361 0.000796932

5 -80.249305 26.302979 -B80.249404 26.302920 -0.000301847 0.000497567 0.000581966

4 -80.249658 26,303338 -B0,24%625 26,303318 -0,000185825 0.000547539 0.000572099

3 -80.251567 26.304249 -B80.251548 26.304162 -0.000158425 0.000502468 0.000526851

8 -80.248793 26.302999 -80.248810 26.302908 -0.000224872 0.000468517 0.000519688

8 -80.248367 26.300314 -B0.248386 26.300216 -0.000242722 0.000376263 0.000447759

7 -80.250567 26,30059% -80,250591 26.300488 -0,000225825 0.000353949 0.000428317
2 -80.297261 26.300825 -B80.297322 26.300715 0.000169235 0.000198437 0.000250802 ha

uto Adjust Transformation: 1st Order Polynomial (Affine) ~
[Jpegrees Minutes Seconds Forward Residual Unit : Unknown
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6. You can examine the total Root Mean Square Error (RMSE). Display the links by descending

order, to reduce the total RMS by deleting some of the links. To delete links with big error,
i
select the link and click on the Delete Link icon .

Q4 [10%]. What is the GCP with the smallest Error Magnitude value? And what is your total
RMS Error?

7. Exam the GCPs on the images. If you find the same GCP link is distant in the image, you can
adjust their position to be as close as possible or delete it. For example, the pair of point 21 is
far from each other, and you can move the point by using the Select Link icon (in

+
georeferencing toolbar) E , or delete them. After the adjustment, reexamine the table of
links. Repeat this step until all the pairs of links are within an acceptable distance.

8. Save the link after you finish correcting the error. Open the table of link by click on “==. And
=

in the table of link, click on , and save the .txt file under the folder of Week 5. Name it

GCPs_Lab5.
9. Rectify and create a new image file. After you finish correcting the links, select Rectify under

Georeferencing (You may have to select the lab folder as the Output location).
Georeferencing ~| | Ortho_OrbViewSubset dat ~ .'Z'Jr _g< @ §

Update Georeferencing ” f; of
1

[ Redify.. |

Updat
Save the current warp to a new
Autoy gatacet,

Transformation
Delete Links

Reset Transformation

v —'
Optiens... P

Leave all the settings as default. Save the image as O thrbVeSubsetl.tiff.
10. Click on *-/Add the Ortho_OrbViewSubsetl layer to ArcMap.

11. Compare Ortho_OrbViewSubsetl with NAIPReferencelmage. In the main menu, click on

Customize > Toolbars, select Effects. Turn on the Effects toolbar. Click on to swipe the
image for comparison.

[& Ortho_OrbViewSubset1.tif =] (B L S e
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Q5 [10%]. Include snapshots of view with all the links (GCPs) distributed and Views of the
image Ortho_OrbViewSubset1.

5.5 Georeferencing an image using a map (vector)

In many instances, the image is orthorectified but lacks the coordinate system. Therefore, you
have to position the image in the correct location and to scale properly the image. When
georeferencing using a vector layer, you should identify well-defined objects within your images,
such as road intersections or land features, that can be found also in the vector. The selection of
obvious land features ensures that the same locations in both the raster and the vector layer(s) are
referenced.

The data used for this exercise is the SPOT image for the city of Boulder, CO, from 1998, and the
road network from the same area is stored as a shapefile (Roads.shp). The SPOT image does not
have coordinates, and therefore must be georeferenced. To georeference an image in ArcGIS, we
will be using the georeferencing tool that was used before.

To display the Georeferencing toolbar, click the Customize menu and click Toolbars >
Georeferencing.

1. Upload the two files in ArcGIS: BoulderSPOT.dat and Roads.shp.
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From the Georeferencing toolbar, click the drop-down arrow and select BolderSPOT .dat if
its not already selected.

Georeferencing = | | BoulderSPOT dat w _F"+ _FQ: @ ) - I:I

Click Fit To Display (under Georeferencing drop-down menu), which will show the
image in the same area as the target layers. You can Shift and Rotate the raster as needed. To
see all the datasets, adjust their order in the table of contents.

To georeferenced the image, you will use the same procedure as in the previous exercise,
namely, find points that are visible in both files, then match them. Therefore, Click the Add

Control Points tool to add control points. To add a link, first, you should click a known
location on the raster dataset, then click a known location on the vector layers in the Roads
map, which serves as the reference data. You should be aware that the Rotate and Shift tools
are not available after you place the first link.

Add at least 10 links to georeference the image. Remember that you need a minimum 3 links
for a first-order polynomial, 4 links for a projective transformation, 6 links for a second-order
polynomial, and 10 links for a third-order polynomial or spline transformation. You should
notice that as soon as you add points, the image starts being moved to its possible location,
making the selection of points easier.

93

e 5



Remote Sensing and Photogrammetry - Forestry Applications \

) )

5
—
=7
? \T,:T—-ﬁé | LK
m :::_l Wﬁﬁﬁﬁnj %
< ? S = —H

Image located after the first link
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Image located after the second link

6. To evaluate the transformation, click the View Link Table button 5| where you can
examine the RMSE for each link. If you're satisfied with the registration, meaning a
RMSE<1, then you can stop entering links. To adjust the transformation, you can delete any
unwanted links from the Link table. Remember that selection of the points is a tedious
process that requires patience, as many points should be selected, deleted, or adjusted.
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=N Total RMS Error: Forward: 7.69706
Link ¥ Source Y Source ¥ Map ¥ Map Residual _x Residual_y Residual
1 234.09115099 -254.68847506 470874.61000... 4438955.7400... -2,79727155 184639274 3.35170020
2 954.62732623 -138.37600222 477573.81000... 4440073.7300... -4,68253687 0.94164274 477527916
3 958. 16697115 -741.16450077  477589.27000... 4434045.5100... 4.99408375 -1.03450022 5.10010424
4 570.75445982 -392,26361672 473722.20000... 4432562.3200... 13.689105584 -5,99595961 14,94507037
5 238.18824434 -1291.32083807 470362.82000... 4423606.7900... -5.41450033 178663707 5.70165641
] 1044.04530945  -1306.55440233  475408.27000... 4425398.7500... -5.735838030 2,45678723 5.283863020

B [ suto Adjust Transformation: 1st Order Palynomial (Affine) ~
Degrees Minutes Seconds Forward Residual Unit : Unknown

Lin tI for e first 6 links.

7. Once you reach a comfort level in respect with the RMSE and number of links, click the
Georeferencing drop-down menu and click either Update Georeferencing or Rectify.
Updating the georeferencing will save the transformation information with the image as well
as its auxiliary files, whereas Rectifying will create a new file with the georeferencing
information.

Q6 [10%]. Identify the links with the largest and smallest RMSE. Provide a snapshot with the
Link table.

Q7. [10%] Why there is a need of more than 3 links for an affine transformation (first-degree
polynomial)?

Q8.[10%]. Execute a first, second, and third-order polynomial transformation. What do you
notice that happens to the image? Answer with at most five sentences.

Q9. [10%]. Why you are recommended to spread the links (you can think on them as GCP)
thought-out the image rather than on corners or on a line across the image? Provide a short
answer, no longer than 3 sentences.

Q10. [10%]. Include snapshots with all the steps needed for georeferencing.
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5.6 Advanced topics: Ortho-rectification and Georeferencing
Lab developed by Sudeera Wickramarathna and Dr. Strimbu from ERDAS documentation.

5.6.1 Objectives:

e Learn two different methods for performing rational polynomial coefficients
(RPC) orthorectification
Automatically generate GCPs from an orthophoto base layer,
Use GCPs interactively to orthorectify the image
Assess the errors of individual GCPs and the overall model accuracy.
Automatically generate GCPs and perform RPC orthorectification in one step
Extract Ground Control Points (GCPs) from a vector layer (of roads)
Image to map registration:
o build a warp model and georegister a SPOT scene to the map projection of the
vector roads layer
o use RMS error values to fine tune and adjust your warp model
e use a vector layer (in this case the roads) to assess the accuracy of the registration results
e automatic registration of image to image

5.6.2 Overview

An orthorectified image (or orthophoto) is one where each pixel represents a true ground
location, and all geometric, terrain, and sensor distortions have been removed to within a
specified accuracy. Orthorectification transforms the central perspective of an aerial photograph
or satellite-derived image to an orthogonal view of the ground, which removes the effects of
sensor tilt and terrain relief. Scale is constant throughout the orthophoto, regardless of elevation,
thus providing accurate measurements of distance and direction. Geospatial professionals can
easily combine orthophotos with other spatial data in a geographic information system (GIS) for
city planning, resource management, and other related fields.

An RPC model is a type of model that maps the physical relationship between 3D ground
points and 2D image points. RPCs are not the same as a map projection. Most modern high-
resolution sensors such as WorldView-3 and Pleiades include pre-computed RPCs with their
imagery.The ERDAS RPC Orthorectification tools use RPCs—along with x/y/z data from GCPs
and elevation data from a high-resolution DEM—to create an orthorectified image.

Automatic GCP generation is based on image matching between the reference and source
images, so the scene contents should not be vastly different. Automatic GCP generation is more
robust if the reference image and input image have a similar resolution. If the reference image has
a much higher resolution than the input image (i.e., the ratio is greater than 2.5), down-sampling
the reference image should be executed first. The DEM must cover at least the spatial extent of
the input raster.
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In many applications, it is critical to have an image align with either another image or a map.
For instance, one major application where alignment is critical is image change detection. If you

wanted to compare two images from different dates to see where change had occurred, unless
those two images matched up well (in terms of the geographic positions that they represent),
accurate change detection would be impossible. In order to ensure that images match up with
each other, they must be represented by the same coordinate/reference system. The process of
Image georectification/ georegistration involves associating a remotely sensed image with a
particular coordinate/ reference system. There are many ways that this can be done, two such
approaches being image to map registration and image to image registration.

5.6.3 Description of the files

e OrbViewSubset.dat is a spatial subset of an OrbView-3 panchromatic image of Coral
Springs, Florida, acquired on 16 January 2006.

o NAIPReferencelmage.dat is a spatial subset of a National Agriculture Imagery Program
(NAIP) image, acquired on 07 August 2007.

e DEM.dat is a spatial subset of a National Elevation Dataset (NED) DEM image at 1/9 arc-
second resolution.

e BolderSPOT.dat is a SPOT image of Boulder CO from 1998

e Roads.evf is a vector format of some roads from Boulder CO.

e ikonos_4.0m.dat is IKONOS true-color image of Boulder, CO, at 4 meter spatial

resolution
e ikonos_4.0m.hdr is the header file of ikonos_4.0m.dat

e quickbird_2.4m.dat is QuickBird true-color image of Boulder, CO, at 2.4 meter spatial

resolution
e quickbird_2.4m.hdr is the header of the quickbird_2.4m.dat

5.6.4 Rectification Workflow

1. Inthe File Tab, click the Open button, and then Raster Layer option in 2DView #1.
2. Navigate to the Lab 5 directory where you saved the Lab data. Select and open
OrbViewSubset.hdr file.

NOTE: If you cannot find the respective images/files after navigating the Lab folder, you may
need to select All File-Based Raster Formats from the Files of Types drop-down list.

If you want to make the current directory as the default directory, you can click = jcon (third

|

icon from left). Also, you can select a default output folder by clicking "= icon (first icon from
the right). These options will help you to select and add the files quickly to the ERDAS Content
pane.
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3. Now right click on the image and select Fit to Frame to see the entire image. Then click on
the Metadata option in the Home Tab so that you can view the image metadata.

4. Once the Image Metadata dialog box is open, check the Projection Info: You will notice this
Image is missing spatial reference information.
In the next steps, we are going to add spatial information to this image with the rectification
process. Check if any other ERDAS windows opened. If so, close them.

W Control Points

5. Go to Raster|Panchromatic Tab and click Control Points option under
Transform and Orthocorrect group.
6. Next, Set Geometric Model dialog box will open, select T Cor Tool Retorons oo
Model List option, and scroll down the Select Geometric Cotoct Feforence Poits Fan I
Model list. Select the Polynomial model from the list. e
(O Dpen Street Maps [New Viewer)
7. GCP Tool Reference Setup dialog box will open and select O Bing Acrai Layer (New Viewe]
the Image Layer option and click OK. O Bing Roads Layer (New Viewe1)
() Bing Hybrid Layer [New Viewer)
8. Now Reference Image Layer will open, and you can enter O Vecor Layer (New Viewei)
the image that we are going to get the geographic reference ) Annctation Layer (New Viewer
points. Select “naipreferenceimage.img” as the reference BeP e o=
i mage () ASCII File
O Keyboard Only
9. The Reference Map Information dialog box will open with — e
the Reference information. Check the information and click
OK.

10. Then Polynomial Model Properties Box will appear. You can select the Polynomial Order
as 1 by using the up-down arrows.

NOTE: If the Apply button is not activated yet, you can change the Polynomial Order to 2 and
then the down arrow to return it to 1. This will allow you to be active in the Apply option.

11. Click Apply and close the dialog box. Now, you should get a separate window (Multipoint
Geometric Correction (MGC)) as follows:

NOTE: This MGC window has two major panels. The right-hand side panel has the NAIP
image, which is the reference image with geographic reference information. On the left-hand side
panel, we have the uncorrected aerial image that is going to be rectified/georeferenced. Also, you
will notice that each major panel has three windows. These windows help you to zoom and
navigate to the exact position you are interested in. The white square box also will help you to
focus on the areas you are interested. You can click on the edges of this white squares to change
the relative scene of the pane it represents. Take some time to orient yourself to zoom and pan the
images.

o Left-hand side panel: Your Input image: Orbvirwsubset.img

o Right-hand side panel: Your reference image: Naipreferenceimage.img
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:: orbviewsubset.img - Multipoint Geometric Correction = O X

File View Edit Help

D@ s® v+ @ dNeaeas ©a [wa] z =z

nput: orbviewsubset.im.

| Reference: naipreferenceimage.img

Point # Point ID > | Color X Input ¥ Input > | Color X Ref. Y Ref. Type X Residual Y Residual RMS Enor
1 GCP #1 > ‘ > Control |

12. Now you need to find some geographical landmarks in the NAIP reference image. So, zoom
in and zoom out the reference image (right-hand side image) and select some landmarks such
as road intersections, buildings, or other permeant structures. You should not select structures
that may change their appearance with time, such as river banks, trees..etc.

13. Try to identify exactly the same landmarks in the left-hand side image as well. You can
utilize options available in the MGC window to browse the landmarks easily. Also, you can
always right-click on each image and fit the image into the window by selecting the “Fit
Image to Window” option.

@ENQa " Qa8 wWN Z X o om

14. Now select Create GCP option © from the MGC tool window. Now go to the left-hand
side image panel (input:orbviewsubset.img) and select the highest zoom pane and click on the
object you need to select.
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15. Now go to the NAIP reference image (naipreferenceimage.img) panel and find the exact same
point you selected on the input image. Click the Create GCP icon and click on the matching
object in the Reference pane with the highest zoom.

16. Now you will see that you have created the GCP in the reference image, and the points have
been added to the attribute table at the bottom of the MGC window. Your input point data
added to X Input and Y Input columns, and your reference point data added to X ref. and Y
ref. Columns.

Input: orbviewsubset.img Reference: naipreferenceimage.img

T IR erp ek -

e b e

g

-
v B
<

’ Point # Foint ID > | Color X Input Y Input > | Color X Ref. Y Ref. Type | XResidull | YResidual | RMSEmor ‘
| 1 GCP #2 [ ] [ 3091.087 1922308 | [ 573255305  2907678.365 Contiol | [ [

17. You can continue the above steps and can add a minimum of 20 control points. Once you

have enough control points, click Solve Geometric Model with Control Points icon Z .

18. Also, you may need to save your work regularly. You can save your results by selecting
options available in the File menu. Select Save Input As... to save points in the input image
(left side of the screen) and select Save Reference As... to save the points on the reference
image (right side of the screen). Save both files in the Lab 5 data folder with appropriate
names.
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Paint # Paint 1D > | Color X Input Y Input > | Color X Ref. Y Ref. Type X Residual Y Residual RMS Enor Contiib.

1 GCP #3 2706.737 -1522.759 572862.071 2908070.140  Control 0.530 -0.074 0535 0264
2 GCP #4 2083.810 -392.863 572216.326 2909183594  Control 1.749 0.500 1.819  0.89%
3 GCP #5 2916.981 -77.452 573066.130 2909520.277  Control -0.821 -0.214 0g4e 0418
4 GCP #6 4570.081 -5198.792 574786.864 2904444055 Control -0.942 -0.253 0976 0481
5 GCP #7 3776.922 -4426.707 573973639 29051928.381  Contrel 1.424 0.372 1472 0725
E GCP #2 3106.762 -1949.330 573273066 2907654.953  Control -0.031 1.647 1.647 0811
GCP#3 3140.035 -1949.930 573308.410 2907652543 Control 0.704 -1.125 1327 0654

8 GCP #10 3590.786 1818610 573815.500 2907812.448  Control 0723 0.206 0751 0.370
9 GCP #11 3087.115 -1924.980 573254184 2907677.391  Control 1.607 0.235 1.624  0.800
10 GCP#12 2723.5%5 1729.227 572880.762 2307865171 Control -4.342 -1.294 5109 2517

NOTE: When you select the points, you may need to select the control points that cover the entire
image. Also, check the Root Mean Square Error (RMS Error) column as well. If you can get a
lower RMS error, it would be better for the results.

However, if you think you need to delete a point due to higher RMS value or if you think points
are clustered and need to remove some extra points, you can select the respective row by clicking
the Point # column. Then right-click and select Delete Section.

NOTE: X residual and Y residual give you an understanding of the contribution to the error by
direction. So, you can decide which direction you should move your cursor to reduce the residual
errors. RMS value is the resultant product of both X and Y residuals. Therefore, you may have to
pick GCP’s with lower X and Y residuals to get a lower RMS Error.

19. Once you have reached to the lowest RMS value that you can gain, now you can resample the
input image pixels into geographic space. Click B icon to open the Resample dialog to
specify the output file, resample method, and output information.

20. You can save the output file as “resample_orbview.img” by navigating to the Lab 5 data
folder. Make sure to keep the resampling method is Nearest Neighbor, and you can leave
other values as it is (default values). Click OK. Close the process list table once the rectifying
task is completed.

Resample X
Outtput File: [%.img) Resample Method:
Resample to output fle? v & Nearest Neighbor v
[[] Update Calibration
Calibratior: Output Cormers:
Current Geo Model Polynomial Ly 570877.340287 = LHK.\ 576007.970703 :
Elevation Source:) File @) Constant O Elevation Library ULy, 2309382268241 - my.[ 2504266134153 =
Value; 0.0000 2 meters v -
Fram Inquire Box
Output Map Information: Output Cell Sizes:
Projection:UTM w, 00433267086 = Y:‘ 00433257086 = eet/Meter Unil
Units:meters
[I0433257086 v [i0azEZETO0R meters
Numnber rows: 131935 Number columng: 118421
Force Square Pixels on Reprojection | %
[[] Snap pixel edges to raster image a point
0.0000000000 b
»I 0.0000000000 - g
z Recalculate Output Defauilts... [Jlgnore Zero in Stats g
fE
] . H
Baich B Help : NOTE: This
7
step ;. may take 5-10

" minutes to
complete (or more); once the progress is 100% complete, close the Process List dialog box and
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MGC window as well. You can save the output of MGC in the data folder with an appropriate
name (e.g., MGC_Orbviewmodel.gms). Now you have successfully completed the rectifying
step. You can load the rectified image to the main View by navigating to the Lab 5 Data folder
and selecting Open> Raster Layer.

21. Add the “resample_orbview.img” to the main View and open the Metadata and check the
projection information.

Q1: Include a screen-shot of the metadata dialog box together with
“resample_orbview.img”.

5.6.5 Orthorectification

1. Open a new window in ERDAS IMAGINE and add the image that you need to
orthorectify. In this exercise, we will add Orbviewsubset.hdr image.

2. Navigate to Raster| Panchromatic and select the Transform and Ortho group. Click
the drop-down menu and select Ortho With Model Selection.

3. Check Model List from Select the Model From. Then and select GeoEye/OrbView -
Orbital Pushbrrom from the Select Geomaertic Model list. Click OK.

Set Geometric Model x
Select the Model From: Select Geometric Model:
(®) Model List Pleiades - Orbital Pushbraom ~

QuickBird v orldView - Orbital Pushbr
O) Saved Model SPOTS - Drbilal Pushbroom
s SPOTE - Qibital Pushbroom

SPOT7? - Orbital Pushbroom

THEDST - Orbital Pushbroom

IKOMOS

MNITF RPC

QuickBird RPC

ORBIMAGE RPC

RESOURCESAT RPC

Al NS APr
< >

Ik Cancel Help

NOTE: GeoEye/OrbView - Orbital Pushbroom

Use this model for GeoEye or OrbView images in which RPC data is not available. This
model is for data collected by GeoEye-1 satellite, developed by GeoEye, a company formed
through the combination of ORBIMAGE and Space Imaging, as well as data collected by
OrbView-3 satellite, built for Orbital Imaging Corporation (now GeoEye) (source: ERDAS
IMAGINE (E.L.)).
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Elevation Source for Orthorectification

1. Once you have completed the above steps, another dialog box will open that is related to
GeoEye/OrbView - Orbital Pushbroom RPC Model Properties.

2. Elevation Source under the General tab allows you to set the elevation source for an
image data file. This option is enabled for an image with a geometric model that uses
an elevation value (2).

NOTE: This function is useful when you have several neighboring images because it will align
them all to the same elevation source. You can set the elevation source to be a DEM file, a Z
constant value, or use an Elevation Library.
NOTE:
File = Click this radio button to obtain the elevation data from a DEM file. Select the File in
the Elevation File field, below.
Constant = Click this radio button to use a constant value as the elevation information.
You enter that value in the Elevation value field, below.
Elevation Library - Click this radio button to use the data in the Elevation Library as the
source.

GeoEye/OrbView - Crbital Pushbroom Model Properties (No File) - O =

General  Exterior  Projection Apply

Reset

Elevation Source: @ File (O Constant () Elevation Library Save

Elewvation File: | | v| @ Save As

Close

Help

10 = 0 =

Convergence Value [pixels). | 0.00100

Advanced Options:

Define Topocenter [Degrees 0.000000 v

Metadata Type: View Metadata

Status:  Model solution is curment.

Lae s T TS STV T e To TS WO T T T TS S T T OO oo s o OO T IO S TV T TS T TG TITCTCTT
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3. Now you can navigate to your DEM file (DEM.dat) location and add it as the elevation
source. Click Apply
4. Next, Resample Window will open.

Output File: [*img) Resample Method:
Resample to output file? Vi@ v i
) [[] Update Calibration 5 . C h eC k
Calibration: Output Corners: th e
Current Geo ModelGeoEve/OrbYiew - Orbital Pushbroom LILs{ 0.000000 - LRs¢{ 0.000000 -
] Elevation Source:(O File (O Constart  (®) Elevation Librar, WLy. 0.000000 - LRy, 0.000000 - Resam p I e to
I , output file
From Inquire Box .
_ _ option and
Output Map Information: Output Cell Sizes: I
Projection:Geagraphic (Lat/Lon) +«/ 1.0000000000 (= YZI 1.0000000000 » | FestMeter Units | name the
b -
Units:degrees
@ |1 0000000000 Y,‘wuuuuuuuuu melers Fi I €
MNurnber rows: Nurmber columns:
1 Force Square Pikels on Reprojection | %
| DSnap pixel edges to raster image a point

0.0000000000 = )
Recalculate Output Defaults.. [Jlgnore Zero in Stats

Cancel Help

as“resample_ortholab5.img”

NOTE: If you want to attach a sensor model to an image without performing resampling, click
to uncheck this checkbox. Then you can select Update Calibration option and write the
geometric model information and elevation information to the *.aux file or image metadata as
appropriate without producing a resampled image (E.I.).

6. Under the Calibration option, you can select File and navigate to the DEM file
DEM.dat and add it. Calibration solutions report the current geometric model that you
have assigned and allow you to select an elevation source for orthorectification.

NOTE: Elevation Source provides the elevation source to be used in the geo correction. By
default, Global Elevation Source proxy file, stored in the Elevation Library, will be
available.

7. You can select the Nearest Neighbor option as the Resampling Method. You can
leave the rest of the features as default values and click OK.

NOTE: Nearest Neighbor = Assigns the value of the closest pixel.

Bilinear Interpolation = Uses the data file values of four pixels ina 2 x 2 window to
calculate an output value with a bilinear function.

Cubic Convolution - Uses the data file values of 16 pixels in a 4 x 4 window to
calculate an output value with a cubic function.
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Bicubic Spline - Uses a block size of 5 x 5 or larger. This method fits a cubic spline
surface through the current block of points. The output value is derived from the fitting
surface that retains the values of the known points. This option may be available
depending on which type of data is currently displayed or used in a process.

8. Now, navigate to the output file you just saved and open it in a new View. Compare it
with the initial image. Add the “resample_ortholab5.img” to the main View and open
the Metadata and check the projection information.

Q2: Include a screen-shot of the metadata dialog box together with
“resample_ortholab5.img”.

5.6.5.1 Orthorectifying Without GCP (form ERDAS IMAGINE HELP)

This workflow uses the method in which you do not have to load the image into a View. If the
image is already loaded, you can still use this workflow.

Select the Geometric Model

1. Click Rastertab> "/ Geometric Calibration > Orthorectify without GCP.

The Geo Correction Input File Selector opens.

2. In File Selector, navigate to the image file to be orthorectified and select it. This File
may typically be a TIFF file and has been rectified. Click OK.

3. The Set Geometric Model dialog opens.

4. If the specific sensor corresponding to your data is available, then click the [specific
sensor name] - Orbital Pushbroom option. If the specific sensor is not available,
click Orbital Pushbroom. Click OK.

Select the Elevation Source

The Orbital Pushbroom Model Properties dialog opens.

1. In Elevation Source option, click File to navigate to the elevation source file and select
it.

Click Apply.
The Resample dialog opens.

Resample the Image
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Resampling is the process of calculating the file values for the rectified image and creating the
new File. All of the raster data layers in the source file are resampled. The output image has as
many layers as the input image.

ERDAS IMAGINE provides these widely-known resampling algorithms: Nearest Neighbor,
Bilinear Interpolation, Cubic Convolution, and Bicubic Spline.

i See Resampling Methods section in Producer Field Guide for more information.

Resampling requires an input file and a transformation matrix by which to create the new
pixel grid.

1. In Resample dialog under Output File, enter a name such as [file_name_ortho.img] for

the new resampled data file. This is the output file created from orthorectifying the

rectified File.

Under Resample Method, select Bilinear Interpolation.

3. In Elevation Source, note that the elevation source file name that you selected is shown
in DTM File option.

4. Note the Output Cell Size values. The editable X and Y values are expressed in
angular units of decimal degrees for a Geographic (Lat/Lon) projection. The non-
editable X and Y values are the nominal output cell sizes expressed in meters or feet as
indicated, according to the Feet/Meters Units option.

N

The software calculates recommended values, but you can change the values by

clicking Feet/Meters Units button to open Nominal Cell Sizes dialog. In this dialog you can
enter values expressed in meters or feet, and the software calculates the decimal degrees
values.

5. Click Ignore Zero in Stats., so that pixels with file values of zero are omitted when
statistics are calculated for the output file.
6. Click OK in Resample dialog to start the resampling process.
The Process List dialog opens to let you know when the processes complete.
7. Close the Process List dialog when the job is 100% complete.

Verify the Orthorectification Process

One way to verify that the input image has been correctly orthorectified is to display the
resampled image and the input image and then visually check that they conform to each other.

1. Ina2D View, load the input image.

2. Click Home tab > Add Views > Create New 2D View.
3. Open the orthorectified image in the second 2D View.
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4. Click in 2D View #1 to make it active. Click Home tab > €2 Link All Views. 2D
View #2 is now linked to 2D View #1.

5. Click Home tab > |'? Inquire Cursor to open an Inquire Cursor in both Views.

The Inquire Cursor (a cross-hair) is placed in both Views. An Inquire Cursor dialog also
opens.

6. Drag the Inquire Cursor around to verify that it is in approximately the same place in
both Views. Notice that, as the Inquire Cursor is moved, the data in the Inquire Cursor
dialog are updated.

7. When you are finished, close the Inquire Cursor dialog.

RPC Model

In this workflow you are going to orthorectify an image by using an RPC model, which is
typically used when rational polynomial coefficients (RPCs) are provided with the data. The
RPC file contains a mathematical model of the image geometry, such as exterior orientation of
the satellite when the data was collected.

The RPC file contains rational function polynomial coefficients that are generated by the data
provider based on the position of the satellite at the time of image capture. This File should be
located in the same directory as the image(s) you intend to use in orthorectification.

In the case of an NITF file, the RPC File field displays the image you are currently using in
geometric correction because the NITF file contains RPC data internally. You can use an
external RPC file if you wish.

There are various RPC models available that use specific sensor systems.

Select the Geometric Model

1. Click Raster tab > Geometric Calibration > Orthorectify without GCP.
The Geo Correction Input File Selector opens.

2. In File Selector, navigate to the image file to be orthorectified and select it. This File
may typically be a NITF file. Click OK.

3. The Set Geometric Model dialog opens.

4. If the specific sensor corresponding to your data is available, then click [specific sensor
name] RPC option. If the specific sensor is not available, click NITF RPC. Click OK.

The RPC Model Properties dialog opens.

5. Note the RPC File field.
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This field displays the RPC file associated with the image. The RPC file contains rational
function polynomial coefficients that are generated by the data provider based on the position
of the satellite at the time of image capture. This File should be located in the same directory
as the image(s) you intend to use in orthorectification.

In the case of an NITF file, the RPC File field displays the image you are currently using in
geometric correction because the NITF file contains RPC data internally. You can use an
external RPC file if you wish.

Select the Elevation Source

1. In Elevation Source option, click File. This opens an Elevation File field where you
can navigate to the elevation source file and select it.

Click Apply.
The Resample dialog opens.
Resample the Image
1. Follow the steps in Resample the Image section.
Verify the Orthorectification Process
1. Follow the steps in Verify the Orthorectification Process section.
Orthorectify the Active Image

To orthorectify an image that is loaded in a View, you choose a workflow depending on
whether or not your sensor model is associated with the image.

Sensor Model is Associated
If the sensor model is associated with the image (calibrated), follow this workflow:
1. Click Multispectral, Panchromatic, Thematic, or Relief tab (depending on the image
type) > _«’I Transform & Ortho ¥ > Ortho Using Existing Model.
The Resample dialog opens.
2. Select the Elevation Source file in Resample dialog.
3. Follow the steps in Resample the Image section.

4. Follow the steps in Verify the Orthorectification Process section.

Sensor Model is Not Associated
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If the sensor model is not associated with the image (not calibrated), follow this workflow:
1. Click Multispectral, Panchromatic, Thematic, or Relief tab (depending on the image

type) > " Transform & Ortho ¥ > Ortho with Model Selection.

The Set Geometric Model dialog opens.

3. Click the respective sensor model for your image, depending on whether the image has
an RPC file associated with it or not. Click OK.

N

Specify your Elevation Source file in RPC Model Properties dialog (for RPC data), or
in Orbital Pushbroom Model Properties dialog (for non-RPC data). Click Apply.

The Resample dialog opens.

4. Follow the steps in Resample the Image section.
5. Follow the steps in Verify the Orthorectification Process section.

5.6.6 Registering an image to a vector map

Vector data are stored as lists of coordinates, rather than as raster grids of numbers.
These coordinates can be used to define points, lines, and polygons. We are interested in vector
data because map data, such as roads and forest cover, are usually stored in vector format.
Vector layers that are already projected to represent specific reference/coordinate systems can be
used as a reference in the image to map registration.

To perform image to map registration process, ground control points (GCPs) are selected
using the full resolution and Zoom windows. Coordinates are displayed for both base and
uncorrected image GCPs, along with error terms for specific warping algorithms. Warping is
performed using rotation, scaling, and translation (RST), polynomial functions (of order 1
through n), or Delaunay triangulation. Resampling methods supported include the nearest
neighbor, bilinear, and cubic convolution. A comparison of the input and reference images using
multiple Views allow quick assessment of registration accuracy.

The exercise below concentrates on just one form of Image to Map registration.

1. Inthe File Tab, click the Open button, and then Raster Layer option in 2DView #1.

2. Navigate to the Lab 5 directory where you saved the Lab data. Select and open
“bldrspot.hdr” file.

3. Now right click on the image and select Fit to Frame to see the entire image. Then click on
the Metadata option in the Home tab so that you can view the image metadata.

4. Once the Image Metadata dialog box is open, check the Projection Info: You will notice this
image is missing spatial reference information.
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In the next steps, we are going to add spatial information to this image with the rectification
process. Check if any other ERDAS windows opened. If so, close them.
. . : . B control Point
5. Go to Raster|Panchromatic Tab and click Control Points option OIS nder
Transform and Orthocorrect group.

6. Next, Set Geometric Model dialog box will open, select Model List, and scroll down the
Select Geometric Model list. Select the Polynomial model from the list.

Set Geometric Model w GCP Tool Reference Setup X
Collect Reference Points From:
Select the Mode! From: Select Geometic Model: . i » )
. TripleSat RPC - () Image Layer [New Viewer
el FORMOSAT RPC -
General RPC (_) Open Street Maps (New Viewer)
O Saved Model CARTOSAT RPC N
Landsat () Bing Aerail Layer ([New Viewer]
SaR Sithel\c Aierture Radar
Polynomial (O) Bing Roads Layer (New Viewer)
Projective Transtarm
Reproject ~ R . g
Rubber Shesling () Bing Hybrid Layer (New Viewer)
Spot v (®) Vector Laver (New Yiewer)
< >
() Annotation Layer (New Viewer)
(O GCPFiel.
Cancel Help - ie [ gec)
(O ASCII File
(O Keyboard Only
Cancel Help

7. Next, GCP Tool Reference Setup dialog box will open and select the Vector Layer option
and click OK.

NOTE: Vector Layer (New Viewer) is used to collect reference points from a vector layer
loaded in the Reference Views in the Multipoint Geometric Correction workspace (source:
E.I).

8. A new dialog box will open ( Reference Vector Layer), and you need to navigate to your
Lab 5 folder and select “Roads. shp” file and click OK. If you cannot see the Roads
shapefile in the dialog box, you may need to select “All File-based Vector Format” from
the drop-down menu under files of type.

9. Next, Reference Map Information dialog box will open. It will show you the Projection,
Datum, and Horizontal Unit of the vector file. Click OK.

10. Then Polynomial Model Properties Box will appear. You can select the Polynomial Order
as 1 by using the up-down arrows.

NOTE: If the Apply button is not activated yet, you can change the Polynomial Order to 2 and
then the down arrow to return it to 1. This will allow you to be active in the Apply option.

11. Click Apply and close the dialog box. Now, you should get a separate window named
Multipoint Geometric Correction (MGC).
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12.

13.

14.

15.

Now Reference Vector file and Input image have opened in the MGC window. You can see
that the Reference Vector File is containing a road network. We can use this file to collect
reference points for the georeferencing process.

Right-click on each pane (Left-hand side and Right-hand side) and select “Fit Image to
Window.”

Before we start creating GCPs, we may have to change the color of the GCPs. Go to the
Color column and select the first row. You will see an arrow mark for a drop-down menu to
select a color. Select an appropriate color (do not add white). You can add color for GCPs in
the reference image by following the same procedure as well.

You can click Create GCP €2 icon to create new GCPs. The cursor will turn into a cross-
hair in the View. This tool must be locked to create GCPs repeatedly without having to click
on this again.

NOTE: Click to unlock the tool currently in use. Once unlocked, you can enable
different tools. @  Click to lock the tool currently in use.

[m bldrspot.hdr - Multipoint Geometric Correction — a X

File View Edit Help

D@ s »w exxaaldoas we zz & =

Input: bldrspot.hdr) Reference: No File

v

< > < >

Point # Paint ID >J Color J X Input Y Input >I Color J X Ref. Y Ref. Type X Residual *f Residual RMS Emor  *
GCP #1 | 22630 BEE | 468254 994 4439623351 Conrol
GCP #2 - 943918 761.003 I 477430.216 4433653437 Conkrol
3 GCP #3 > » . Control

=
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16. Next, you can select your first
GCP in the input image by
navigating to a road intersection
that is clearly visible in both
input and reference images. For
this process, you can use
zooming windows to select
GCP accurately.

B .L

17. Once you have placed your GCP in the Input image, you can move to the reference window,
find precisely the same road intersection, and place your GCP cursor on that intersection.

NOTE: You may have to check the nearby objects as well to confirm that you are selecting
the same points in both images.

18. When you are selecting the GCPs, you need to distribute them evenly throughout the image.
Continue the above steps and can add a minimum of 30 control points. Once you have

E .

enough control points, click Solve Geometric Model with Control Points icon
19. Also, you may need to save your work regularly. You can save your results by selecting

options available in the File menu. Select Save Input As... to save points in the input image

(left side of the screen) and select Save Reference As... to save the points on the reference

image (right side of the screen). Save both files with an appropriate name in the Lab 5 data
folder.

NOTE: When you select the points, you may need to select the control points covering the entire
image. Also, check the Root Mean Square Error (RMS Error) column as well. If you can get a
lower RMS error, it would be better for the results.

However, if you think you need to delete a point due to higher RMS value or think points are
clustered and need to remove some extra points, you can select the respective row by clicking the
Point # column. Then right-click and select Delete Section.

Also, You can move the GCP points over the image by clicking and dragging them to the place
you need to move.

NOTE: X residual and Y residual give you an understanding of the contribution to the error by
direction. So, you can decide which direction you should move your cursor to reduce the residual
errors. RMS value is the resultant product of both X and Y residuals. Therefore, you may have to
pick GCP’s with lower X and Y residuals to get a lower RMS Error.

20. Once you have reached the appropriate number of GCPs, you can now resample the input
image pixels into geographic space. Click & icon to open the Resample dialog to specify the
output file, resample method, and output information.
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21.

22.

You can save the output file as
“resample_bldr.img” by
navigating to the Lab 5 data
folder. Make sure to keep the
resampling method is Nearest
Neighbor, and you can leave
other values as it is (default
values). Click OK. Close the
process list table once the
rectifying task is completed.

Now can go back to the
ERDAS IMAGINE main

Output File: [%.img)

Resample to output file? resample_bldr.img

[J Update Calibration
Calibration:

Curent Geo Model:Polynomial

Elevation Source: ) File (@) Constant (O Elevation Librar,
Yalue: 0.0000 =

Output Map Information:

meters

ProjectionITM

Units:meters

Nurmber rows: 1396 Number columns: 1076

[[]Snap pisel edges to rasterimage ) a point

Batch

Resample Method
Nearest Neighbor ~

Dutput Cormers

il 5

UL 467381 000000 mx:\ 478731.000000

ULy 4441522000000 2

LW[ 4427572.000000

agan

From Inquire Box

Output Cell Sizes:
Y:‘ 10.0000000000 | =

s, 10.0000000000 =

meters

x“w 0.0000000000 Y:‘m 0000000000

Force Square Pixels on Reprojection | %

Recalculate Output Defaults. .. [Jignore Zera in Stats

Cancel Help

window and add a new View. Once you added a new window, you can add
“resample_bldr.img” that is just completed. Navigate to Road.shp file and add it to the same
View.

You can see that the Road network overlaps with the actual road network on the
“pldrspot.hdr” (Satellite image) image.

23.

|l AREL- e

‘ Untitled:1 - ERDAS IMAGIP

. - x Vector
Home Manage Data Raster Terrain Toolbox Help Google Earth Vector Drawing Style Table

L L __L,L ooco —_— —_— 0o — ~ & Line Color =

No Equal Equal Unique 5 = =
Category|Division Count Value i Line Style

Categorization * Styles Shape

Contents & X 2D view #2: Roads.shp 4 A @ % X 2D View #1: bidrspotk
= [ s 2D View #2 :

a@ /N R

@ B resample_bldrimg

I Background

= == 2D View #1
& & bldrspot.hdr
) Background

Retriever
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24. Click on Road.shp on the Contents pane. A new Vector Tab will be open. Go to
Vector|Style and select appropriate color and line style so that you can see the road network
clearly on the satellite image.

Q3: provide a snapshot of your rectified image with the road network. Also, provide a
snapshot of the metadata window for the resample_bldr.img.

5.6.7 Image to image registration

Image to image registration, also know and image co-registration, is the process of
geometrically aligning two or more images to integrate or fuse corresponding pixels representing
the same objects. You can typically obtain the geometric relationship between an input image and
a reference image through many tie points, and you can model the relationship using
transformation capabilities, such as polynomial functions or affine transform. Run APM tool
allows you to automatically generate tie points, thus making fully automatic image registration
possible.

The IMAGINE AutoSync Workstation is a comprehensive tool to perform manual
orthorectification and geo-correcting for images. Using this workstation, you can load input and
reference images (when geo-correcting images), select a sensor model, run automatic point
measurement (APM), rectify images, create an AutoSync summary report, and output image
verification. You can also manage your AutoSync project, modify parameter files, and perform
data visualization. Use the IMAGINE AutoSync Workstation for complex workflows since it
provides more flexibility and tools for visual results inspection and manual digitizing. All areas
of the workstation are resizable except for the menu bar and the toolbars (source: ERDAS
IMAGINE).

In this lab, you will use the IMAGINE AutoSync Workstation in different scenarios to
geometrically align two overlapping images with different viewing geometry and different terrain
distortions into the same coordinate system so that corresponding pixels represent the same
objects. In the following steps, you will perform image registration by selecting input and
reference images, setting parameters to generate tie points, reviewing and editing those tie points,
and generating an aligned output image.
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1. You can start the IMAGINE AutoSync process by navigating to Toolbox Tab. Now,

select the AutoSync Workstation icon ~ ® and & Create New Project x
select AutoSync Workstation option. i s ol
Workflow: ®) Georeference () Edge Matching

2. A new dialog box will open. If you are doing this process for the
first time, you can select Create a new project.
3. Now you will see the Create New Project dialog box, and you can

Project File: [*.lap)

Please select project output options:

Specify the properties of your output images.

select Workflow as Georeference and type Project File as Geocomecion: O Calbrate @ Resample
“Autosync_lab5”. Then select the Resample option for Resanple Setings..
Geocorrection and leave other settings as default. {| || e cutpu tectny e name st o catbrted vt

4. You can go to IMAGINE AutoSync Workstation window and Dol Qudput Diecty: )| 214454705/ &

add the input image and the reference image to the project using the | o e feniane s oo

IEft-hand Slde pane" Il [ Generate Summary Report autosync. html v| @

Input image: ikonos_4.0m.hdr

Reference image: quickbired_2.4m.hdr -

5. Now you can select the input image by right- | o £ di/fedssifetadiabiiautosyns labs lap
clicking the Input Images tab and select Add | ©5-23 EEmEEE
Input Image. Navigate to your Lab folder and ) ikonos_4.0m.har
select “Ikonos_4.0m.hdr” as the input image. | (I3 Output Images

6. Then you can select the Reference Image by | [y Reference Image
right-clicking the Reference Images Tab and quickbird_2.4m.hdr
select Add Input Image. Navigate to your Lab

folder and select “quickbird_2.4m.hdr” as the reference image.

P — U —— —_ S —
Image Metadata (quickbird_2.4m.hdr) - O x
| File Edit Vie Help File Edit View Help
@ D& @i [ 5B V| Mo D& & ! =B v T
General Projection Histogiam  Pisel data  Band Pass General Projection Histogram  Pisel data  Band Pass
File Path: d:/fed44/fe544/1abS/week05_data_enwi/ File Path: d:/fed44/fe544/1ab5/week(5_data_envi/
Layer Name: B File Type: ENVIZAISA Hyperspectral Layer Name: B File Type: ENVIZAISA Hyperspectial
Fielnfo: | Modiiec: Fiidan 28 0824562011 Number of Lapers 4 File Info:| | gt Modified: FriJan 28 0824262011 Number of Layers: 4
Image/Ausxiiary Filefs) Al + FileSiee: 7.68MB Image/Ausiliary File{s] Al « | FileSize:  18.09MB
Width: 1000 Height: 1000 Type: Continuous Width: 1500 Height: 1500 Type: Continuous
L Ik Block Width: 1000 Block Height: 1 Data Type: Unsigned 16-bit L I Block Width: 1500 Block Height: 1 Data Type: Unsigned 16-bit
el Compression: None Data Order. BSQ el Compression: None Data Order: BSQ
Pyramid Layer Algorithm: No pyramid layers present Puramid Layer Algorithm: SIPS Resampling
Min: 1 Max: 1377 Mean: 180.096
Statistios i Statistios Median: 172 Mode: 168 Std. Dev: 42.002
atisies Info atisties Info SkipFactor: 1 SkipFactar: 1
Last Modified: Mon Sep 26 22:08:35 2020
[ (File) ] (File)
Upper Left X: 475008.385000000009: Upper Left Y: 4429064.06400000024% Upper Left X: 476473.200000000011¢ Upper Left Y: 4428428 393393933441
Lower Right X: 473004.385000000003°  Lower Right Y: 4425068.06400000024¢ Lower Right : 480070.733993993388.  Lower Right \: 4424830.79333993981%
Map Info [Fixel Center) Pixel Size X: 4.0 Pixel Size \: 4.0 Map Info [Fixel Center) Pixel Size X: 2.40 Pixel Size ¥: 2.40
Unit: meters Geo. Model Map Infa Unit: meters Geo, Model: Map Info
Projection: UTM, Zone 13 Projection: UTM, Zone 13
Proiection Inf Spheroid: Clarke 1866 . S Spheroid: Clerks 1865
roetan e Datum: Clarke 1865 roreeten e Datum: Clarke 1366
EPSG Code: 0 EPSG Code: 0
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NOTE: You can check the Metadata for both the images by selecting the icon in the

Workstation window.

Q4: include the snapshot of Metadata for both the images.

Now we will create tie points to establish the initial spatial correlation between the input
image and the reference image.

7. 'You can choose specific tie points manually by selecting specific locations such as road
intersections or corners of buildings.

8. First, select the Create CGP & icon and select a road intersection in the input image
and then select the same location in the reference image. You can select the magnifier
windows to zoom locations you are interested in.

9. Add only two GCPs to be familiarized with selecting the points.

NOTE: When using the Georeferencing workflow, you can adjust the algorithm settings that
control the placement of automatically generated tie points in your images on the APM

Strategy tab. Automatic point measurement (APM) identifies similar features between the input
image and the reference image. Depending on the quality and type of imagery, you may need to
try different strategies to find a large number of high-quality points (source: ERDAS IMAGINE
(E.1)).

10. Now we can run the APM by Selecting Run APM option by Clicking Process from the
Imagine AutoSync Workstation menu bar.

11. Now you will see automatically generated APM points in both input and reference
images. Check the RMSE value and record the value.
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@\MAG\NEAutuSyn(W kstati c_labS.lap - ikonos_4.0m hdr - a X
File Edit View Raster
DEgaal® |
e

(29 Input Images

L=

mage
Quiskbird_2.m.har

Keonw aloe x @AV 2 [300 2 B | TowlPans 19 Selerted 0
Paoint # Pt Orig Point 1D 5| Color H Input ¥ Input Color * Rel. ' Rel. Z Ref. ¥ Residual  Residual
manual 1 673382 413357 477700.736 4427410.345 0341
manuel 2 536453 760370 OTIEIE 4426085041 035
AP o 67214 180467 4TTEIBAEE 4428341017 000 0838
AP [ 789563 = SEIEBEI 4428131000 000 143
APM 03 598,770 255795 477403861 4428043 B3 0.000 0163
514735 24058 T4 4427TE03N2 000 0653

~

APM 05 306,037 514.043 47E557.034) 4427051 603 0.000 0.299
HPM (i3 432,093 413,366 476978.951 4427421817 0.000 0221
AP 07 422 464 655915 47EEA7 £S7) 4426831 364 0.000 1523
AP 08 633,303 453589 477563124 4427254404 0.000 0.904
HPM 0 787.264 406.127 478156.357 4427438968 0.000 0158

=
3
=
2

253.84, -399.17 RMSE: 1.83, Errer Std. Dev.: 0.932 (input) pixels Cancel

12. Let us look at some important settings behind the APM process. Go to process and select
Project Properties. IMAGINE AutoSync Project Properties dialog box will open.

13. Go to the APM strategy tab and check the Starting Column, Starting Line, Column
Increment, Line Increment, and Output Geometric Model Type under the Geometric
Model. Record this information. You need this information to answer the questions in the
later part of this section.

14. Now let's look at some features available in the APM strategy tab.

Defined Pattern: This has many options, including Starting Column, Starting

Line, Column Increment, Line Increment, Ending Column, and Ending Line. Using
those options, you can define the exact placement of tie points throughout the images of
the block. With this option, you also define the intended number of points per pattern.

NOTE: If you want to define a tie point pattern, select the Defined Pattern. However, you
should consider the overlap percentage when you define your own pattern and try to get each
pattern location inside as much of the overlap as possible (source:E.I).

Under Defined Pattern:

e Starting Column and Starting Line have setup the default value as 128. These
values are important if APM does not find enough points along the edges of the
overlapping area, then reduce the size of the Starting Column and the Starting Line.

e Column Increment and Line Increment have set up the default value as 256.
These values are important if the overlapping area between the images is not big

118

B
il 5



Remote Sensing and Photogrammetry - Forestry Applications

Ui 5

&
D

enough, or if APM does not find enough tie points, then reduce the size of
the Column Increment and Line Increment.

@ IMAGINE AutoSync Project Properties — O X
APM Strateqy  Geometric Model  Projection  Output
Specify the automatic point measurement [APM) algorithm settings.

Input Laver to Usge: Layer 1 v Reference Layer to Use: B v

Find Points Wwith: (O Default Distibution (@) Defined Pattemn

Intended Mumber of Points/Patter: 1 = [_]Keep &ll Points

Starting Colurn: 128 = Starting Line: 128 =

Calumn Increment: | 256 = Line Increment: 256 =

Ending Colurnn: | 0 = Ending Line: 0 s

Automatically Remove Blunders Maximum Blunder Removal lterations: | 2 =

Reset to Defaults Advanced Settings...
Cancel Help

15. Run the APM process with default values (click OK). Look at the RMS value and record
it. Also, take a snapshot of IMAGINE AutoSync Workstation and save it to refer to the
distribution of tie points later.

NOTE: You need to select (if it is not selected by default) Automatically Remove Blunders
checkbox to remove blunders (wrong tie points) automatically from the APM generated tie
points.

When this option is selected, the points that do not fit well with the majority of tie points are
considered as blunders and are discarded. By default, this option is selected. You should deselect
this option only if you suspect that it is removing correct tie points. For example, you should
deselect this option when most of the APM tie points are wrong or when there is a large
difference in the terrain between the two images.

Maximum Blunder Removal Iterations: This option becomes available when you

choose Automatically Remove Blunders option. The default is 2. In most cases, increasing this
number means more iterations of the blunder removal algorithm will be run. As a result, more tie
points will be considered as blunders and discarded (source: E.I.).
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16. Now, you can do the APM process again by changing the default values. Try to assign the
Starting Column and Starting Line values to 64 and Column Increment and Line
Increment values to 128. Check the RMS value and distribution of tie points. Record
the RMS value and save the snapshot of IMAGINE AutoSync Workstation.

Q5: Describe the observations you just made by changing the values, particularly how the
RMS values changed. You can add saved snapshots to illustrate your answer.

17. Now navigate to the Geometric Model tab on the
IMAGINE AutoSync Project Properties. You can do this by Clicking Process
> Project Properties... from the IMAGINE AutoSync Workstation. Then, click the
Edit Project Properties icon E2 on the toolbar.

18. You well see the Output Geometric Model Type as Affine transformation by default.
This Affine geometric model allows the image to be flipped, rotated, or scaled. The
results you obtained so far are related to Affine transformation.

19. Now, you can try to change the Output Geometric Model by selecting the option available
in the drop-down menu. Select the Polynomial option. By selecting this option, you can
use the polynomial function to perform surface approximation.

NOTE: The polynomial geometric model uses polynomial coefficients to map between image
spaces. This option corrects the remaining error and refines the mathematical solution. This is the
fastest algorithm but does not produce the best results.

20. Once you have selected the Polynomial geometric model type, you will see the
Maximum Polynomial Order option.
Lo

NOTE: This is the maximum polynomial order allowed Original data

for polynomial approximation. The 1st order is an affine
transformation. The 2nd order results in a second-order
transformation; the 3rd order a third-order
transformation (source: E.I).

The higher the transformation order, the more
complex the distortion that can be corrected. However,
transformations higher than third order are rarely
needed. Higher-order transformations require more
links an_d, th_us, will involve progressively more P cocond order Third arder
processing time. polyrnomial polynomial

In general, if your raster dataset needs to be stretched, scaled, and rotated, use a first-order
transformation. If, however, the raster dataset must be bent or curved, use a second- or third-order
transformation.

(Source: ESRI ArcMap, Fundamentals of georeferencing a raster dataset:
https://desktop.arcgis.com/en/arcmap/10.3/manage-data/raster-and-images/fundamentals-for-
georeferencing-a-raster-dataset.htm).
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21. If you need to use a higher order of transformations, you need to have more GCPs. In
order to achieve the best rectification results, you may need to collect more than the
minimum number of GCPs, and the GCPs need to be well-distributed and as precise as
possible.

22. If you do not observe improvement after you run the polynomial model by selecting the

Z jcon or process> Solve models, you can change the Maximum Polynomial Order
into 2. Report your RMSE value. Have you noticed an improvement in RMSE value?

23. Alternatively, you can sort the Error column and can delete the rows with higher error.
Once you delete those tie points, you can re-run the model and observe the RMSE value.

24. To finish this process, you can right-click on “ikonos_4.0m.hdr” on the left-hand side
panel, and select Calibrate/Resample.

25. Now you see the output image and reference image have been added to the main window.
Also, the output image is added to the lefthand side pane under the Output Image option.

26. So, we can do some qualitative assessment by comparing the output image and the input

image by utilizing the Start Swipe Tool ¥ in the toolbar.
27. You can move the Swipe Position bar to see how the input image and output image
matching each other.

7 @ Viewer Swipe — Oa X
i Swipe Position:
L1 DOREN) P o (=]
Direction: Automatic Swipe:
Yertical (Left->Right) v Auto Mode Speed: l 300 :
Multilayer Mode: [L)ocked (I)nvisible Pworking (S )tatic
Row |L | W S Image Name -
1 v ikonos_4.0m_output.img
2 v quickbird_2.4m. hdr
v
< >
M> M (32 e
| Cancel | Help

Q6. Include a snapshot of your Output image with your reference image.
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6 Image Classification

Lab developed by Rong Fang and Dr. Strimbu from the notes of Dr. Hilker and ENVI documentation.

Note: throughout this lab, the terms class, category, and land-cover type can be taken to mean
the same thing and are used interchangeably.

6.1 Objectives

Define areas of interest (ROI)

Exploring spectral properties with 2D Scatter Plots
Execute supervised classification of images
Assess the quality of the classification

6.2 Filesto be used in the Lab

e LandsatTM is a Landsat 5 image of the Gulf Islands from south BC acquired in 2006.
Before beginning the lab, you should visit the last page and examine the Submission section.

6.3 Supervised Classification

Supervised classification of remotely sensed data begins with delineating boundaries around
groups of spectrally similar pixels, known as “training areas”, which are representative of specific
land-cover types. The location of training areas might be determined in the field using GPS;
interpreted directly from other forms of remotely sensed data (e.g., aerial photography); or from
other sources available for use in GIS software (i.e., existing digital maps). Training areas (i.e.,
groups of spectrally similar contiguous pixels) representing specific land-cover classes, once
delineated, are used to calculate statistics characterizing the distribution of pixels’ Digital
Numbers (DN) in all bands/channels representing each particular land-cover type. Some of these
statistics include Minimum, Maximum, Mean, and Std. Dev. These statistics are used to assign
membership to a class/category (land-cover type) for each and every image pixel through the
application of an image classification algorithm (e.g., Maximum Likelihood).

In summary: groups of spectrally similar contiguous pixels are delineated and act as training
areas representing specific land-cover types/classes/categories. The digital numbers/values
associated with these training areas are then summarized. The summaries facilitate assigning
membership to all other pixels in an image. Membership for each individual pixel is assigned
based on the values representing a particular class that are closest to the values contained in an
unclassified pixel. The end result is a classified image displayed with colors assigned to represent
each class/category/land-cover type.
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6.3.1 Image Overview

The data used in this lab is a Landsat TM image acquired on July 23 2006. The image contains
six bands: b1 (blue); b2 (green); b3 (red); b4 (near-infrared (NIR)); b5 (shortwave infrared
(SWIR)) and b7 (SWIR).

Q1 [109%)]. Landsat band 6 is not included in the layer stack and is therefore purposefully
excluded from this classification exercise. What portion of the electromagnetic spectrum
does this band represent, and why do you think it is not included (two sentences)?

From the available bands list, display an RGB color composite, using bands 1 (blue), 2 (green)
and 3 (red).

Q2 [109%]. What is a true color composite (one sentence)? What region of the
electromagnetic spectrum defines it (one sentence)?

Open ArcGIS, and save your project immediately, even that is empty. Add the LandsatTM image
from Week6_Data. Set the display band as Red: band 3, Green: band 2, and Blue: band 1.
Change the layer name to “LandsatTM_TrueColor”, by right-clicking on the layer, and choose
Properties > General, then typing LandsatTM_TrueColor in the Layer Name box.

Add Base Image provided by GIS as reference. Click *- 5 Add Basemap - Imagery -
Add. The Basemap layer will appear in the Table of Contents. Right-click on the
LandsatTM_TrueColor layer, choose Zoom to Layer. The Basemap contains layers with a
resolution of 15m, 60cm, and 30cm.

6.3.2 Collecting training area of classes

1. To classify an image using supervised methods, first, you must start the Classification
menu. Therefore, in the main menu, choose Customize - Toolbars - Image
Classification. Make sure LandsatTM_TrueColor appears in the drop bar of Image
Classification.

Classification = | |4 LandsatTM_TrueCelor | EH ® | [7] - B _

Supervised classification requires identification of training areas. We are using the Base Image
provided by ArcGIS as a reference in the delineation of training and testing areas. DO NOT
define the training areas in the Base Image itself, because this may take up too much memory.
The polygons should be drawn in the Landsat imagery. If the LandsatTM layer is under the Base
Image, drag it above the Base Image in Table of Contents.

2. To best utilize the Base Image as reference, open Effect toolbar, in the main menu
Customize - Toolbars - Effects, set LandsatTM_TrueColor as the active image in the
Effect toolbar. Use the Swipe tool E to swipe the Landsat image to compare it with the
Base Image.

To classify the Landsat TM image, we will delineate polygons for several land-cover categories.
There is no specific rule dictating how many land-cover categories should be created; however,
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bear in mind that a land-cover class is only realistic if it is spectrally unique and observable at the
spatial resolution of the imagery. In other words, the spatial and spectral resolution of Landsat
imagery in most cases allows for distinguishing between taxonomic tree types, such as broadleaf
and coniferous, but do not permit separating specific tree species, such as Douglas-fir and
Western redcedar. Therefore, defining broadleaf and conifer as target land-cover categories is
practical and achievable, as these are realistic spectral classes, whereas classes based on specific
tree species (e.g., Douglas-fir and Western redcedar) are unrealistic as these information classes
(i.e., species type) are not spectrally distinguishable by the Landsat TM sensor.

When considering Landsat imagery, beyond forests, other types of vegetation can be
distinguished. For instance, oftentimes, areas dominated by herbs, shrubs and/or agricultural
growth will appear spectrally different to forests in Landsat imagery; however, these non-forest
vegetation types may appear spectrally similar to each other. An exception to this relates to
vegetation health, which can be associated with things such as stress (due to water shortage
and/or pest infestation). Furthermore, the time of year is important. Due to phenological
properties, vegetation may appear very differently in July and January.

Beyond vegetation, other types of land-cover features are spectrally identifiable in Landsat
imagery. These may include classes relatable to water and/or man-made features.

Q3 [10%]. When classifying images using spectral information, what characteristics of the
image are not considered explicitly (one sentence)? To answer this question, think back to
the advantages provided by remote sensing, such as nadir view or information on
wavelength invisible to the human eye.

3. To distinguish vegetation from the rest of the land cover better, add LandsatTM again,
and display it as false color. You should set band 4 as red, band 3 as green, and band 2
as blue. Name the newly added false-color image as LandsatTM_FalseColor. Compare
the different land covers (vegetation, water, urban, pasture, etc.) in the three images
(Landsat true color, Landsat false color, and base image).
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RGB: 432 False Color Landsat TM image ArcGIS Base Image

To begin the classification process, in the Image Classification toolbar, click on Draw

Polygon 1 - , which will turn on the drawing option. If the true-color image is not used
than make sure that is selected. If the polygon option is not selected, then choose to draw
polygon from the drop-down menu. Navigate to an area of interest (that you belief to
represent a specific land-cover category). Also bear in mind that your Draw Polygon
only corresponds to one of your active images displays.

Once you have outlined the shape/perimeter of a feature/area of interest, double clicks
will close the polygon. If you are unhappy with the polygon that you have just completed,

at any point, you can delete the polygon by clicking Clear Training Samples icon -
in the image classification tool. Keep delineating more training areas for one class. To see
all the polygons belong to different classes, you should click the Training Sample

Manager icon Ed in the Image Classification tool, which will open the Training Sample
Manage. To create a class from the delineated polygons, you must group them.

Select all the polygons belonging to one class by simultaneously pressing Shift and the
left mouse button. Once all the polygons were selected, press Merging Training

Samples icon i , and all the classes will be integrated into one. It is good practice to
change the Class Name, Value, and Color of the class that you just created to something
that is easy for you to identify. Repeat these steps to create at least six classes. For
example, the six classes could be Water, Conifers, Broadleaf, Grass, Developed area,
and Bare land. If they were delineated in that order, the corresponding indexing values
would be 1, 2, 3, 4, 5, and 6.
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10 Clas: 10 B e
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X P Akl I
jin] Class Nafne Value Caolor Count
1 Water! 1 7516
2 Conifers 2 630
3 Broadleaf 3 26
4 Developed 5 303
5 Pasture 4 [ ] 224
<] [

Bare Land 59

Q4 [109%]. What properties of vegetation are mainly responsible for reflective/absorptive
characteristics in the red and the NIR (one sentence)?

NOTE: SAVE YOUR FILE OFTEN! In Training Sample Manager, click then, save the
training polygons as a shapefile. If you close the program, the polygon file with the selected
training area will still exist.

You can also use the help from World Imagery to identify the land use/land cover class and
delineated the polygons if it is difficult to identify the objects.

* For every land-cover class, you need multiple polygons. It is better (and required!) to have
numerous small class-specific training areas spread out throughout the image than it is to have
only a couple of very large training areas.

* To capture class variability, you should have at least 10 different polygons per class as evenly
spread throughout the image as possible.

Q5 [109%]. Why it is recommended that the training areas to be spread across the image?

* The total number of pixels occupied by all polygons in a class should be at least 100, but in
general, it should be much larger (i.e., > 1000). Remember that the number of pixels is class-
specific.

« For vegetation classes and water, you are REQUIRED to have 10 polygons per class totaling >
250 pixels (per class).

« For all other classes (i.e., barren and exposed; low density developed; high density developed;
and any additional classes you may have defined) you are required to have 10 polygons per class
with at least 100 pixels per class.
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Q6 [10%] How many land-cover categories are you using? What are the areas described
by each (i.e., water, trees, grass, buildings, bare, etc.)? Provide a screenshot of your
training polygons distribution in your final submission.

6.3.3 Image Classification
Once the training areas are delineated, you can classify the Landsat TM image. In this lab,you

will be using the Maximum L.ikelihood classification algorithm and all 6 bands as input. Save
the final selected training polygons as the LandsatTM_class.gsg file. By clicking on the Create

Signature file icon M@ available in the Training Sample Manager window. In the drop-down list
of the Image Classification tool, choose Interactive Supervised Classification. Classification
will be executed with maximum likelihood by using the sample data. The classified layer will be
automatically added in the Table of Contents.

Classification v || & LandsatTM_FalseColor _~|EH & [7] - K _

| Interactive Supervised Classification

Maximum Likelihood Clz—*

lso CI U iced Interactive Supervised
so Cluster Unsupervised| o e 0

&2 Pl Execute maximum likelihood

Principal Components classification using sample set.
I
Q7 [109%]. Provide a screenshot of your classified image of the true color image, with Table

of Contents showing the classes as below:

AP

Classified TM.tif
Class_Name

] Water
M Conifers
[ Broadleaf
I Developed
M Pasture
[ Bare Land

Q8 [109%)]. Briefly describe (2 sentences) the nature of Maximum Likelihood classification.
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6.4 Classification Accuracy
6.4.1 Visual examination

We will now explore the quality of the classified image. For visual purposes, you can change the
colors assigned to your classes to make the classes more distinguishable. Use the Effects toolbar

to set the classified image as an active image. _
|'§'5'.'4 CIassificatinn_LandsatTM_';I » 14 & | =500 o =

1. Now, navigate around the classified image and compare it to the original image and the
false-color image. Ask yourself: was this a successful classification? Does the
distribution of classes make sense? Are there any areas of major misclassification?
Would you feel comfortable and confident passing along this map to someone who would
then make “real world” decisions based on it?

Q9 [109%]. Justify the visual quality of the image by describing two issues and two successes
of the classification (four sentences).

6.4.2 Formal assessment of accuracy using Ground Truth Regions of Interest

To formally assess the accuracy of the classification with the ground truth sample, we need to
create a layer of ground truth, which will be compared with the classified image.

2. Open ArcCatalog (5 , and navigate to the week 6 folder. Right-click the folder, choose,
and New -> Shapefile. Name the shapefile as GroundTruth and select type point. Set
the coordinate system the same as the Landsat image. Click Edit, and click ¥ ~ to choose
Import. Navigate to folder were you save the Landsat TM image and select LandsatTM.
Click OK. Projected coordinate system: UTM_Zone_10N and Geographic Coordinate
System: GCS_WGS 1984 are selected. Click OK.

B Copy 160910_01_T1~
- - Create New Shapefile x Spatial Referanca Propertis x

Name [Ground Tt

X Delete
Rename

Q] > Refresh Spatial Reference

Feature Type Point v

Descrption:
Unknown Coordinate System

New H B Folder

long Fang\| [=] Item Description... File Geodatabase

[ Properties... Personal Geodatabase

s Servers Database Connection... Pii—

se Connections

rrrrr

ArcGIS Server Connection...

O =) “E~E~ N

> Layer... —

Type -
.4 Group Layer [Jshow Details

_047026_20060723_20... Folder
1 Toolbox Eyfionjloglbax [ Coordinates will contain M values. Used to store route data
Shapefile... | [ Coordinates wil contain Z values. Used to store 3D data.

l.dat Raster Dataset
New Shapefile Cancel ]| s
Toolb
S Creates a new shapefile
dBASE

Shapefile
LAS Dataset

HeeHiHe U@

XML Document
pormid Map Decument

Address Locator...

Composite Address Locator...

XML Document

Next, we need to point the ground truth sample data. Let’s take the class Water as an example.
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3. Enable the edit of GroundTruth layer.
Open Editor Toolbar: in the main menu, choose Customize - Toolbars - Editor. In

the drop-down list of Editor, select Start Editing. Choose GroudTruth as the layer for

editing. And click OK. In the editor toolbar, click Create Features icon EIn the
Create Features window, click GroundTruth, and in the Construction Tools, choose
Point. Now you are able to choose the reference points on the top of the LandsatTM

Start Editing X
Create Features Box ==
&
=
i Bf] «Search> - a o
g
w
GroundTruth =]
=1
# GroundTruth
B}
:"i Construction Tools
Source Type
(3 Ci\Wsers\fangr\AppData'Local\TemplarcBEQ. .. Fie Geodatabase -
@ F\Rong Fang\2018 FallFE#44_2018\FE444... Shapefiles | dBase Files | -:t:l Paint

~ Point at end of line

4. Choose reference ground truth points of water.
Make the false-color Landsat image on the top of all raster images for the best visual

effect. Put points on the top of the water in the Landsat image. At least ten points need to
be selected. Same as the training data for supervised classification, the reference points
need to be evenly distributed among the entire image, covering a wide range of water
(fresh and saline water). You can change the color and the size of the points for better
examining the distribution of them. To change the size and color of the points, in the table
of contents, click on the symbol of the layer GroudTruth. After finishing selecting the
water points, in the Editor toolbar, choose Save Edits and Stop Editing.

Symbol Selector

pad

‘Lpehe\etﬁsea\ch v\ @ @ 23 v  CurentSymbol

Search: (O All Styles (®)Referenced Styles

ESRI ~ O
® | A
Circle 1 Square 1 Triangle 1
Color: ~
Size: 12,00 =
. . L] [=wE
Pentagon 1 Hexagon 1 Octagon 1 Angle: 0.00 =
e ® ™ Edit Symbal...
S As. Reset
Rnd Square 1 Cirde 2 Square 2
A ) L]
Triangle 2 Pentagon 2 Hexagon 2
Style References. ..
d ® ® o (o=

5. Editing the attribute table of layer GroundTruth.
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In the Table of Contents, right-click the layer GroundTruth, choose Open Attribute
Table. We need to create two other columns to give the identity of the selected points. In

the attribute table, click the Table Options icon . Choose Add Field. The first field is
the Land cover is the Name , and select text for the type field. The second field is Class
identify, and it is a short integer type. Set the two fields as below.

Table

i - %%

g Find and Replace. Add Field be Add Field bt
Select By Attributes.
I Switch Select Name Landcover Name: |Class|
[ SelectAll
Type: Ted - Type: Shart Integer v

Add Field...
Turn All Fields On

Show Field Aliases | Add Field Field Properties Field Properties
Arrange Tables Adds 3 new field to the table. [ Length 50 [ Precision [o

Restore Default Column Widths

Restore Default Field Order

E

Create Graphu.,
Add Table to Layout
Reload Cache

Print. Cancel Cancel
»

Reports

@ @

Export..

6. Add value to the Landcover field. Right click on the title of the Landcover column.
Choose Field calculator. Add the newly selected point land cover type as “water”. Since
Land cover is string type attribute, you need add quote to the text when adding it in field
calculator. Type “Water” in the Field Calculator as follow. Water is added to the
Landcover column of the selected points. Similarly, the class of the water should be given
as 1. To make sure the attribute table can be edited with Field Calculator, you need
Save edits and Stop Editing, every time you finish editing one type of ground truth

il 5

Table
SR -1 ]
GroundTruth
FID | Shape* | i Landcover Ciass Field Caleulator X
0 [ Pont 7 Field Caleulztor
1| Point 1 Parser
> Pont 7 @) VB saipt O python (5 rrrrr -
VB Saript Python
: Eam: 1 Fields: Type: Functions: " !
o
- Fields: Type: Functions:
5 | Pomt 1 FD (@ humber ﬁ:f(()) i e “;( ons
& Pont 1 shape Osem o () FID @ Number e (t))
7 Pont 1 d g Exp (] Shape Cos()
8 Poit 1 Landcover Obate Fix () 1d Ostring Eol)
9 | Point 1 Class m ([ )) Landcover Obste Fix ()
10 | Point 1 o Class mnt()
sin( ) Log ()
11 | Point 1 sar() sn()
12 | Point 1 Tan () Sar{ )
12 [ Point 1 Tan ()
14 | Point 1
15 | Point 1 [Jshow Codeblodk 7=+
“ 1 Class Landeover = [ show Codeblock el
Sort Ascending 0 “Water| Class =
Sort Descending 0 i
0
Advanced Sorting... =
Summarize... 0
0
0
Field Calculator... 0
0
Calculat—
Field Calculator about coleulating fiekds
Turn Fig About calulating fieds Clear Load. .. 5
Papulate or update the values of ebout claiating fields Clear Load... Save...
Freeze/| this field by specifying a
oK
calculation expression. If any of - Cancel
X Delete the records in the table are
| currently selected, only the values
[*f Properti ¥ i
of the selected records will be
calculated.

7. Repeat step 1 ~ 3 to select reference points of the second class. Take Conifers as an
example—selected reference points located on the dark red vegetation area with the rough
texture.
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Editing the attribute table of the newly selected points is a little

Table

- e P X

8 Find and Replace...

different from the first class. Open the attribute table again. You

B Select By Attributes...

T

will see the class column of the newly selected conifer points is
0. Let us only work on the conifer points. In the attribute table,
click @~ choose Select By Attributes.

In the Select by Attributes window, type selection criterion:
“Class” = 0. In the attribute table, items with class value 0 are

=
highlighted. Click] to make only selected items are shown.
Follow step 3 to make the Landcover type as Conifers and
Class as 2.

Clear Sel

] "

B¥  Switch Se Select By Attributes

[¥ SelectAll| Select records by composi
query.

Turn All Fields On

Show Field Aliases
Arrange Tables »
Restore Default Column Widths
Restore Default Field Order
Joins and Relates ,
Related Tables 3

E

Create Graph...
Add Table to Layout
Reload Cache

ik @

Print...
Reports >
Export...

E)
I
=T

Select by Attributes X
60 | Foint u u
Enter a WHERE clause to select records in the table window. 61 | Point 0 0
62 | Foint 0 0
Method Create a new selection ~ 63 | Point 0 0
— = 64 | Point 0 0
FID 55 | Paint 0 0
"ld" 66 | Point 0 0
“Landcover” &7 | Point 0 0
"Class" 88 | Point 0 0
69 | Point 0 0
70 | Point 0 0
; 71 | Point 0 0
B == 72 [ Point 0 0
> > = And 73 Pn!nt 0 0
74 | Point 0 0
< e or 75 | Point 0 0
76 | Point 0 0
ks 77 | Point 0 0
=% [0 1L 73 | Point 0 0
. 79 | Point 0 0
ls In Null Get Unique Valuss | Go To 30 Pont 0 0
SELECT * FROM Ground Truth WHERE:
"Class" =0 T 20 v n[[E|S | /51 outof 8l Selected)
Clear Werify Help Load Save

Apply Close

Repeat step 1 ~ 4 to finish selecting reference points for other classes according to your
classification. In my case, the six classes are Water, Conifers, Broadleaf, Pasture,

Developed, and Bare land.

8.Convert the shapefile to raster.
To compare the ground truth layer to the classified image, you need

to convert the

shapefile to a raster file. Before conversion, make sure the attribute table GroundTruth
point is deselected. Open the attribute table of GroundTruth, click [H] to clear the

selection.

Open Toolbox , choose Conversion Tools - To Raster = Point to Raster. Type

the parameters in Point to Raster as below. Set Class to Value field

. Save the output

raster file under the folder Week 6, and name it as RefRaster.tif. Make sure the Cellsize
is 30, which is consistent with the Landsat TM image. The raster layer will be

automatically added to ArcMap.
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= B Conversion Tools ’(\Q Point to Raster
By Excel
& From GPS

B From KML Input Features .
&y From PDF |Gr0undTruth ﬂ =
& & From Raster Value field

g From WFS

& 150N Class - |
& Metadata Output Raster Dataset

& To CAD | F:\Rong Fang\2015 Fall\FE444_2018\FE444_2018 week7\RefRaster | E-

& To Collada Cell assignment type (optional)

& To Coverage MOST_FREQUENT v
7 B To dBASE - .

' To Geodatabase Priority field {optional)

& To kML NONE ~|

= & To Raster Cellsize (optional)
#, ASCIl to Raster | Bo | ]
"\ DEM to Raster
"\ Feature to Raster
#, Float to Raster
#, LAS Dataset to Raster

#, Multipatch to Raster

S
9.Combine the reference layer and the classified layer.
Export the classified layer. Right-click the classified layer, choose Data - Export Data.
Name the file as ClassifiedTM.tif , and save it in folder Week 6. Select yes to add the
exported file as a new layer.

Export Raster Data - Classification_LandsatTM_TrueColor b
@ Copy Extent Spatial Reference
() Data Frame (Current)
X Remove
- Eye—— (®) Raster Dataset (Original) O pata Frame (Curren)
pen Attribute Table ; ) (®) Raster Dataset (Original)
i ARt Kol o Selected Graphics (Clipping) Clip Inside
@ ZoomToLayer Output Raster
@F  Zoom To Raster Resolution Force RGE Raster Size (columns, rows): O | 1104 1407
¥Esible Scale Ranoe) e Use Colormap NoDataas: | 255
Data 3
- Name Property A
Edit Features » | v Export Data..
A o Marae Bands 1
> Save As Layer File.. = aset i
% y Export Data Fiel Depth 8Bit
> Create Layer Package... Uncompressed Size 1.60MB
= L e Extent (eft, top, right, bottom; 4662150000, 5413755.0000, 502035.0000, 5371545.0000) ¥
[ Propertics... B Viewttem| 4 he format of your choice. You Extent (ef, top, right, bottom) __( : : : )
can also choose other settings,
such as the extent of dats, the Location: [ F:\Reng Fang\2015 Fall FE444_20 18\FE444_20 16 \week? | 2
M 4 | spatial reference, and cell size. 3
Name: ClassifiedTM| Format: TIFF ~
Compression Type: Compression Quality 75
p P NONE e
About export raster data Cancel

Next, we need to use Spatial Analyst Tools in the Toolbox. So make sure your Spatial
Analyst Tools is enabled. In the main menu, choose Customize - Extensions, and check

the box of Spatial Analyst. Open Toolbox , havigate to Spatial Analyst Tools >
Local - Combine. Choose the ClassifiedTMand RefRaster as the input rasters. Save the
output raster at the Week 6 folder. Name it as Combined. The layer Combined will be
automatically added to the ArcMap. Right-click the layer Combined, and open the
attribute table.

Next, we need to export the attribute table and work it in Excel. In the attribute table,

click - - and select Export. Name the exported table as ConfusionMatrix and save it as
.txt type at the folder Week 6.
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Saving Data K
Loak in: (5] Home - FE444_2018\Week? v & @ nﬁ‘ ; 'l a| Bl e’

E3LT05_L1TP_047026_20060723_20160910_01_T1~

Name: [ confusiontatrix | [ s
Save as type:  |TextFile ~ Cancel
File and Personal Geodatabase tables

——|dBASE Table

10. Create confusion table in Excel.
Find the file ConfusionMatrix in the folder Week 6. And change the extension name of
the ConfusionMatrix from .txt to .csv. Open Excel and open the file ConfusionMatrix
from folder Week 6 by using File/Open. Delete the column Rowid and Value. Select all

the columns and choose Insert in the main menu. Choose PivotTable F™" |n the Create
PivotTable window, click OK.

COUNT  REFRASTERL CLASSIFIEDTM
50 2 2
27 1 1
4 6 4
5 6 E
28 4 4
2 4 5
18 6 6
1 3 3
3 3 4
6 3 2
21 s 5
18 s 6
3 1 5
IR

| Choose the data that you want to analyze
| (@ Select a table or range
Table/Range: | ConfusionMatrix!R1C1:R15C3 3.3

| Ogse an external data source

Connection name:
Use this workbook's Data Model

| Choose where you want the PivotTable report to be placed
| @ mew Worksheet
| ) Existing Worksheet
| Location: =7
Choose whether you want to analyze multiple tables
Add this data to the Data Model

In the Pivot Table sheet, you will see the Pivot Table Fields. Choose or drag Rows:
RefRaster, Columns: ClassifiedTM, and Values: Count. The two-way table will be
created as below.

133

il 5



Remote Sensing and Photogrammetry -

Forestry Applications

+| COUNT
+| REFRASTER1
+| CLASSIFIEDTM

MORE TABLES...

Drag fields between areas below:
Row Labels |~

Sum of COUNT Column Labels |~

1 2 3 4 5 6 GrandTotal

FILTERS COLUMNS
CLASSIFIEDTM ~ 1 27 3 30
2 50 1 51
3 611 3 20
4 28 2 30
3 21 18 39
6 4 618 28
Grand Total 27 56 11 36 32 36 198
ROWS % VALUES
REFRASTERT ~ Sum of COUNT ~
Copy and paste the two-way table in a new sheet.
iSum of COUNT |Column Labels | - |
Row Labels |~ | 12 3 4 5 6GrandTotal
1 27 3 30
2 50 1 511
3 611 3 20!
4 8 2 Calibii ~[11 ~|f a" § - % +» B
5 2118 g1 =H-A-oq
6 4 618 =5
Grand Total 25611363236 o
Format Cel...
Number Format...
[2 Refresh
X Remoye "Sum of COUNT"
Summarize Values By 3
Show Values As »
[@ Value Field Settings...
PivotTable Options...
B | Hide Field List
Change the titles of the classes to their land cover types.
Sum of COUNT Classified hd
Ground Truth ~ |Water Conifers Broadleaf Pasture Develope Bare Land Grand Total
Water 27 3 30
Conifers 50 1 51
Broadleaf 6 11 3 20
Pasture 28 2 30
Developed 21 18 39
Bare Land 4 6 18 28
Grand Total 27 56 1 36 32 36 198

In the two-way table, the count in the diagnosis is the number of pixels that are correctly
classified. Let’s take class Conifers as an example. In the Ground Truth sample, there are

51 pixels selected as the Conifers class. However,

50 of the 51 conifer pixels are correctly

classified as conifers in the classified image, and 1 of them are classified as pasture.
Totally, 56 pixels of the ground truth raster are classified as Conifers. However, only 50
of the classified conifer pixels are correctly classified in the right class.

The omission error of Conifers classification:
(1/51) * 100% = 2%.
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That can be explained as classification fails to classify 2% of the reference conifer sample
to the right class.

The commission error of the Conifers classification:
(6/56) * 100% =~ 11%.
That can be explained as 11% of the classified conifer pixels are wrongly classified.

Let’s update the confusion matrix. The table below shows the red parts are wrongly
classified, and the green parts are correctly classified. The yellow parts are the total
number of pixels classified to a certain class. The blue parts are the number of pixels that
belong to each ground-truth class. Commission error is calculated as the sum of red
number in each column divided by the yellow parts (sum of the pixels in the classified
raster). Omission error is calculated as the sum of the red number in each row divided by
the blue parts (sum of the pixels in the ground truth reference raster).

Sum of COUNT Classified =

Ground Truth ~ | Water Conifers Broadleaf Pasture Developed Bare Land Grand Total Ommision Error
Water 27 3 30 0.10
Conifers 50 1 51 0.02
Broadleaf 6 11 3 20 0.45
Pasture 28 2 30 0.07
Developed 21 18 39 0.46
Bare Land 4 6 18 28 0.36
Grand Total 27 56 11 36 32 36 198

Commision Error 0.00 0.11 0.00 0.22 0.34 0.50

Q10 (10%). What are omission error and commission error? Provide a screenshots of your
final confusion matrix.

6.5 Advanced topics: Image Classification with ERDAS

Lab developed by Sudeera Wickramarathna and Dr. Strimbu from the Dr. Hilker and ERDAS documentation.

Note: throughout this lab, the terms class, category, and land-cover type can be taken to mean
the same thing and are used interchangeably.

6.5.1 Objectives
e Exploring spectral properties with 2D Scatter Plots
e Execute supervised classification of images
e Define areas of interest (ROI)
6.5.2 Files to be used in the Lab
e LandsatTM is a Landsat 5 image of the Gulf Islands from south BC acquired in 2006.

6.5.3 Supervised Classification

Supervised classification of remotely sensed data begins with delineating boundaries around
groups of spectrally similar pixels, known as “training areas”, which are representative of specific
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land-cover types. The location of training areas might be determined in the field using GPS;
interpreted directly from other forms of remotely sensed data (e.g., aerial photography); or other
sources available for GIS software (i.e., existing digital maps). Training areas (i.e., groups of
spectrally similar contiguous pixels) representing specific land-cover classes, once delineated, are
used to calculate statistics characterizing the distribution of pixels’ Digital Numbers (DN) in all
bands/channels representing each particular land-cover type. Some of these statistics include:
Minimum, Maximum, Mean, Std. Dev. These statistics are used to assign membership to a
class/category (land-cover type) for each image pixel by applying an image classification
algorithm (e.g., Maximum Likelihood).

In summary: groups of spectrally similar contiguous pixels are delineated and act as training
areas representing specific land-cover types/classes/categories. The digital numbers/values
associated with these training areas are then statistically summarized. These statistical
summaries facilitate assigning membership to all other pixels in an image. Membership for each
individual pixel is assigned based on the values representing a particular class closest to the
values contained in an unclassified pixel. The end result is a classified image displayed with
colors assigned to represent each class/category/land-cover type.

To familiarize your self ith the image, open the LandsatTM file in your main View. Thisis a
layer stack representing 6 bands/channels of Landsat TM imagery acquired on July 23, 2006;
wherein: b1 (blue); b2 (green); b3 (red); b4 (near-infrared (NIR)); b5 (shortwave infrared
(SWIR)) and b6 (SWIR). NOTE: Band 6 in this layer stack is actually Landsat Band 7 (SWIR).
From the available bands' list, display an RGB color composite, using bands 1 (blue), 2 (green),
and 3 (red). This will display a true color composite. In the Main Image View, Adjust
Radiometry, choose Standard Deviation Stretch.

6.5.4 Exploring spectral properties of land-cover features using Spectral profiles

The Spectral Profile Viewer allows you to visualize the reflectance spectrum of a single pixel. If
the image is hyperspectral, we can see the reflectance spectrum of each band using the Spectral
Profile Option. Similarly, the spectral profile function can be applied to see different features
(i.e., water, urban areas, forested areas, etc.) that reflect different wavelengths.

1. Left-click on the “landsattm.hdr” on the Content pane. Now you see there are four other
tabs under the Raster tab. Select Multispectral Tab and go to the Utility group. Select
the second option from the left (Spectral profile) by clicking the drop-down menu.

2. A separate window will appear, named Spectral Profile.
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3. From the new window, select + icon and click one of the pixels on the image where you
are interested to see the spectral profile.

4. You can continue this step by selecting different landcover types in the image. Now you
see how the Pixel values are varying with bands.

5. Next, click Edit on the Spectral Profile window and select the Chart option. Now you
can change the Title, X-axis, and Y-axis attributes accordingly.

6. Similarly, select Chart Legend and change the Color, Line Style, and Name of each
profile.

Q#1(10%). Include a screenshot of spectral profiles containing pixels from a forest,
waterbody, sandy beach, and urban areas.

Add proper legend with different colors to see the spectral profiles. Also, Change the line type
appropriately.

NOTE: you can insert a base map underneath need the Satellite image (“landsattm.hdr”) by
Home>Basemap (View group) > OpenStreetMap. This will help you to identify landcover
features (e.g., Urban Areas). Also, you can use the Google Earth option as well to identify
landcover features.
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6.5.5 Exploring spectral properties of land-cover features using 2D Scatter Plots

A feature space image is simply a graph of the data file values of one band of data against the
values of another band (often called a scatterplot). The image can be either unsigned 8-bit, 16-bit,
or 32-bit. A feature space image can be used in any of the utilities, for example, the 2D View,
Classification, Map View, Spatial Modeler, and so forth).
When you display a feature space image file (*.fsp.hdr) in a Viewer, the colors reflect the density
of points for both bands.

« Bright tones represent a high density

o Dark tones represent a low density

1. Remove previous images from the main View and load “Landsattm.hdr” again to the
main View.

2. Set the Landsattm image to the True color image.

3. Go to the Help tab and type AOI under the search command. You will see the related
findings next to the Search Command group. Select the New AOI layer option.

Help Google Earth Drawing Format

g '@- 'ﬂ > = ) A

aol x :H :qﬂf - J

E Y Mext AOI ew AQf AOl OpenAOl Top Top Layer AOI Layer Paste from
Layer. Layer. Layer. As.. As.. Selected Object

18 results found. Displaying page 1 of 2.

i~

Search Commands Page

4. Now you will see that the AOI layer has been added to the Content pane. Always make
the AOI layer as the top item in the Content pane list.

5. Go to the Raster tab and click the Supervised drop-down menu under the classification
group. Then select Signature editor option.
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6. A Signature Editor dialog box will open as a separate window.
7. Now, Click on the AOI layer in the Content Pane. Now you will see the AOI tab has

activated. Go to AOI | Drawing and click polygon icon 15 from Insert Geometry
group.

8. Identify distinct landcover types from the true color image and draw a polygon covering
that land cover type (e.g., Select Water)

9. Go to the Signature Editor dialog box and click the Create New signature icon.

A0l

Je A e

ject U Unsupervised Supervised IMAGINE Hyperspectral Subpix: G

Signature Editor (No File]

File Edit View Evaluate Feature Classify Help
@D L& T MA VA
Retriever a2 e
1 Class # > Create New Signature(s) from AOI | Red Grean Blue | Value | Order
B

< >

Create New Signature(s) from AOI

10. Now you can see the polygon has added to the Signature Editor Table. Click Class 1
under the Signature Name column and rename it as Water.

11. Continue the above steps and add two more land cover types (i.e., Forest and Urban) to
the Signature editor dialog box.

12. Change the color of each signature appropriately using the drop-down menu in the Color
column. Do not close the Signature Editor dialog box.

File Edit View Evaluate Feature Classify Help

@0 +LE&H T M VA

Signature Editor (No File) - O X

Signature Editor (No File] = [m} X

File Edit View Evaluate Feature Classify Help

& D +L & = Create > Feature Space Layers...
Class # > Signature MName Calor  Red Green Blue | Walug = Order J Class # Sionatne N ;"f'-‘k . Feature Space Thematic Layers...
1 Water 0000 1.000 1000 1 1 Water P o 100 100 1 1

<

The Signature Editor Cellarray

2 Forest 0438  1.000 0000 2 2 Forest Aalitics 100 0000 2 2
3» Urban 1.000 0843 0000 3 3 Sl Objects... S e

< >

Create a Feature Space 2D Scatterplot Image
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13. Select the three signature columns and select Feature > Create > Feature Space Layers.
14. Then Create Feature Space Images dialog box will open. Navigate to the data folder and

select “landsattm.hdr” image for Input Raster Layer. Type Create_feature for the
Output Root Name. Keep Other settings as default.

Input Raster Layer: [*.hdr) Lewvels Slice: Equalize Axes:
' \ landsattm hdr v| & ® Color (O Gray ® 5Scale (O Length
[
[ Output Root Name: ¥) Axis Lenath: 256 =

= (] Output To Viewer
=3

cieate_feature v
‘ - Reverse Axes

Feature Space Layers

~

FS Image Output File Names ¥ Ais Laper ¥ Bz Layer Columns | Rows ¥ Cell

1 create_featwe_1_2.fsp.ima [:Layer_1) [:Layer_2) 163 256 00022

2 create_feature_1_3.fsp.ima [:Layer_1) [:Layer_3) 141 256 0.0025

J create_feature_1_4.fsp.img [:Layer_1] [:Layer_4) 114 256 0.0031

4 create_featwre_1_5.fsp.img [:Layer_1) [:Layer_5) 145 256 0.0025

5 create_featwe_1_EB.fsp.ima [:Layer_1) [:Layer_E] 93 256 0.0039

6 create_feature_2_3.fsp.img [:Layer_2) [:Layer_3) 220 256 0.0025 »
< >

Batch ADl . Cancel d Help

15. Click OK. Once the Process List has been completed, click Close.
16. Now go to Home Tab and select Add View. Then Select Display Two Views.

NOTE: Feature Space Images provide a graphical view of all x, y combinations associated with
the spectral values of two channels of remotely sensed data. To explore this utility, we will graph
two bands that exhibit very different spectral characteristics for the most common component of
this image (i.e., vegetation). Landsat TM Band 3 measures reflectance in the red (visible) portion
of the spectrum, while Band 4 measures reflectance in the NIR portion of the spectrum.
Typically, healthy vegetation exhibits very low levels of reflectance in the red vs. very high
levels of reflectance in the NIR. The area between this low and high reflectance associated with
the transition from red to NIR is known as the “red edge”.

17. Navigate to your output folder where you saved the Feature Space Images. Select
create_feature_3 4. Note that the xxxxxxx_ 3_4 (and other combinations) represent the
bands that are being plotted in the image. In this case, layer 3 (band 3) will be displayed
on the x-axis and layer 4 (band 4) on the y-axis.

18. Select File >Open > Raster Layer and navigate to the data folder and select “Create
feature 3 4.fsp.img” file that you just created.

19. Now it will add to the Second View (2D View#2) and set Fit to Window by right-clicking
the View#2.

20. Now go back to the Signature Editor dialog box. Select Feature >Object. A new
Signature Objects dialog box will open.
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2D View #2: create_feature 3 4fsp.img (Layer_1)

Signature Objects

Select Feature Space Viewers

[ Al Feature Space Viewers

Viewer |2 S| | Select

Plot Elipses
Std Dev.: [300 |3

[]Plot Rectangles

Plot Means

Label

Save As Annotation Layer.

Help

21. Change Viewer to 2, because your feature layer is in View 2.

22. Check Plot means and Label. Click OK.

23. Now you will see a Feature space graph with labels and with prominent landcover
areas.

NOTE: In the feature space plot, red (band 3) is on the X-axis and near-infrared (band 4) is on
the Y-axis. You can explain the positions of your landcover classes (Water, Forest, and Urban) in
feature space plots as follows:

» Water: Low values in both band 3 and band 4.

« Forest: High values in band 4 and low values in band 3

 Urban: High values in both band 3 and band 4

Q#2 (15%). Include a snapshot of your feature space plot for band 3 and band 4.

6.5.6 Define areas of training and testing data using Area of Interest (AOIs): Generating
Signatures

To perform supervised classification of digital remotely sensed data, training (calibration) data
are required to provide examples of the statistical values representing particular land-cover
classes. In ERDAS, we delineated individual training sites as “area of interest (AOI)” with a
particular land cover class. Pixels within the ROI (training site) generate a unique signature, and
we use AOIs to manually delineate locations that represent areas of training data.

1. To begin this process, in the Main Image window, select Raster Tab, and then

Signature Editor option by clicking the Supervised drop-down menu.
2. A signature window will open and expand the window to see all the columns.
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Area Frame Sampling
¥’ | Project Manager
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il > | Sample Selection
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Retriever I x
—- 4 ¥ Polygon Analysis

2D View #1 New Options

Now go back to the File tab and select New. Select the AOI

Layer option from 2D View #1 New Options. A new AOI For e
layer will appear in the Contents pane. In the next steps, we are  _ g o 2p view #1
going to use this layer to draw the training polygons.

+ & landsattm.hdr

We are going to classify the 2006 Landsat TM image by defining AQIs for several land-
cover categories. There is no specific rule dictating how many land-cover categories one
should aim for; however, bear in mind that a land-cover class is only realistic if it is
spectrally unique and observable at the spatial resolution of the imagery.

In other words, in most cases, spatial and spectral resolution of Landsat imagery allows
for distinguishing between taxonomic tree types, such as broadleaf and coniferous, but do
not permit separating specific tree species, such as Douglas-fir and Western redcedar.

Therefore, defining broadleaf and conifer as target land-cover categories is practical and
achievable, as these are realistic spectral classes, whereas classes based on specific tree
species (e.g., Douglas-fir and Western redcedar) are unrealistic as these information
classes (i.e., species type) are not spectrally distinguishable.

When considering Landsat imagery, beyond forests, other types of vegetation can be
distinguished. For instance, frequently, areas dominated by herbs, shrubs and/or
agricultural growth will appear spectrally different to forests in Landsat imagery;
however, these non-forest vegetation types may appear spectrally similar to each other.
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An exception to this relates to vegetation health, which can be associated with things such
as stress (due to water shortage and/or pest infestation). Furthermore, the time of year is
important. Due to phenological properties, vegetation may appear very differently in July
and January. Beyond vegetation, other types of land-cover features are spectrally
identifiable in Landsat imagery. These may include classes relatable to water and/or
human-made features.

. At this point, open a second View (2D View #2) by selecting Add Views >Display Two
Views in Home Tab (you can refer to steps as in Lab 1 - 3.4 Multiple Views). Right-
click on the 2D View#2 content pane and select “landsattm.hdr.”

NOTE: If you cannot see the “landsattm.hdr” File after you navigate the correct folder,
you can select Files of type as “All File-based Raster Formats.” This option will allow
you to see all the files in the data folder.

l |
Fila name: |LandsatTM HOR |

Files of type: | All File-hased Raster Formats || e

fruecolor: 1407 Rows x 1194 Colurmns x 6 Band(s)

Display a false-color RBG composite of red (Layer 4), green gy e
(Layer 3), and blue (Layer 2) in the Bands group under the e u tj B Nearest

Multispectral Tab. Similarly, you can select TM False Color B oy Pl T
as the Band combination.

Under the Home tab select the Link Views option (next to Add Views
option) to synchronize both the Views.

NOTE: By adding a second view with a False color composite image, you can easily
distinguish the landcover features.

Also, you can insert Google Earth view by clicking the Connect to Google Earth
option.
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Further, you can use other options such as Match GE to View, Sync GE to View, and
Export View Footprints to navigate your AOI. This allows you to see the landcover
features very clearly.

Frifftmyy e = S <
L e i Home  ManageData  Raster  Vector  Temain  Toolbox  Help = Google Earth
TErofton\ { =

ot
SAnac
i

Google Earth

Series of images below and on the following pages show you examples of basic land-cover types
present in the Landsat image.

NOTE: The images represent the SAME area and class examples. Use the classes highlighted in
the series of images to form the basis for your classification. PLEASE BEAR IN MIND that
even though two types of Water are presented (i.e., saline (salt) and non-saline (fresh) Water),
they should be treated as ONE land-cover class when deriving calibration and validation data.

e Two are only presented to make a distinction that there are 2 water types; however, they
are not spectrally distinct. Therefore, in total, eight classes are presented.

e You are encouraged to locate and delineate additional categories; however, failure to do
so will NOT result in a deduction of marks. Eight classes are certainly enough for this
introduction’s purposes and scope; however, if considering additional classes, they must
be spectrally distinct in and of themselves and in relation to other defined categories.

e They must also be land-cover features captured by the spatial resolution inherent to the
imagery (30 x 30 m pixels), and the time of year of the imagery must be considered (if
applicable to a particular class).
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Landsat 123 Composite Landsat 234 Composite

osite

Landsat 123 Com

Target Land-Cover Categories:

Vegetation:

* Broadleaf Forest (Yellow)

« Coniferous Forest (Blue)

« Unheaithy Non-Forest Vegatation (Dark Blue)
Water:

« Saline Water (Orange)

Other:

«Barmen and Exposed (Green)

Location of basic land-cover classes focusing on Landsat TM true color (123) composite. Five classes
(including Water) are presented.

Landsat 123 Composite Landsat 234 Composite

Landsat 123 Composite

Target Land-Cover Categories:

Vegetation:

« Broadleaf Forest (Yellow)

+ Coniferous Forest (Blue)

« Unhealthy Non-Forest Vegetation (Dark Blue)
Water:

* Saline Water (Orange)

Other:

« Barren and Exposed (Green)

Location of basic land-cover classes focusing on Landsat TM false color (234) composite.
Five classes (including Water) are presented.
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Landsat 123 Composite Landsat 234 Composite

X, .

Landsat 123 Composite
P N

Target Land-Cover Categories:

Vegetation:

* Healthy Non-Forest Vegetation (Green)
Water:

* Non-Saline Water (Yellow)

Other:

+ Low Density Developed (Purple)
+ High Density Developed (Black)

£ 2

Location of basic land-cover classes focusing on Landsat TM true color (123) composite.
Four classes (including Water) are presented.

Landsat 123 Composite

Target Land-Cover Categories:

Y " : Vegetation:

N,"_’," aline \ba!eri yﬂ + Healthy Non-Forest Vegetation (Green)
Vevow) .

g Water:
« Non-Saline Water (Yellow)
Other:

« Low Density Developed {Purple)
«High Density Developed {Black)

a o

Location of basic land-cover classes focusing on Landsat TM false color (234) composite.
Four classes (including Water) are presented.
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7. To delineate AOIs for a specific land-cover category (e.g., broadleaf forest), navigate to
an area of interest (that you believe in representing a specific land-cover category) and
."L

select the Polygon icon “in located in Insert Geometry group Under Raster |
Drawing Tab.

NOTE: Bear in mind that you have to draw the polygons or select the training sites on a
true-color image (i.e., 2D View#1). It is always better to Scroll and Zoom the image and
draw the polygon to have a better view of the landcover feature.

In other words: bearing in mind which View your Drawing tool is associated with, use
the other displays (from which you did not use to draw polygons) to navigate to an area of
interest, then turn the Polygon tool on and proceed to delineate a polygon around the
perimeter of a group of pixels representing the land-cover Feature of interest (i.e., specific
to a land-cover category) using the left mouse button.

8. Once you have outlined the shape/perimeter of a feature/area of interest, two right-clicks
will close the polygon (the first right click closes the polygon and the second right-click
accepts the polygon). If you are unhappy with the polygon that you have just completed,
at any point, you can navigate back to it and place the cursor over it, and hit the middle
mouse button, and delete the polygon.

SAVE YOUR FILE OFTEN! Choose File, Sessions, and Select .ixs. The file should be
saved as calibration.ixs.

9. Make sure that you have activated the AOI layer all the time. Now you can add a similar
type of land cover features to the Signature Editor. For example, we can first collect all
the Signature Files relevant to Water and then move to Forest signature files.

Once you have completed each polygon, go to the Signature Editor dialog box and
select Add.

Alternatively, you can click *b 10 add the Signature features to the Table as follows.

el \3f7| 2~ Pre-s AOH =g
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Q#3 (15%0). Include a snapshot of your main window (similar to the above figure) that
includes your AOI polygons and the false color image. Also, add the snapshot of the
Signature editor dialog box as well.

NOTE: To add additional polygons to the AOI representing a specific land-cover category (e.g.,
broadleaf forest) continue to navigate to areas of interest in the image and delineate the
shape/perimeter of additional groups of pixels representing the land-cover Feature of interest,
solidifying these additional polygons with two clicks.

* For every land-cover class, you need multiple polygons. It is better (and required!) to have
numerous small class-specific training areas spread out throughout the image than to have only a
couple of very large training areas.

* To capture class variability, you should have at least 10 different polygons per class as evenly
spread throughout the image as possible.

10. Once you have collected an appropriate number of polygons, click the Signature Names

+ Ctrl key to select the rows. Then click the Merge Selected Signatures icon = This
will add a new row by combining the Spectral Signatures of polygons that you have
collected. Now right click on the highlighted rows and delete them. Now you will see
only the combined class, click it and rename it (e.g., Water).

File Edit View Evaluate Feature Classify

E'? D +L I'EI =N Z \,\ l& ' &= [0 +L é H \/\ l& ' File Edit View Ewvaluate Feature Classify
B 0O & I AW

Class # | > Signature Name Color Closs ¥ |> s None M
Class 1 B | Clacs# | Signature: Name Calor
Class 1
I:I::: 5 | Class 2 [ 1 b 'water ]
o . Class 3
Ol Class 4
o & Clazs 5
|:|::: . Clazs B [ ]
[ Class 7 |
P Class 7 L 8 b Class 8

 For Water and vegetation classes, you are REQUIRED to have 10 polygons per class.

« For all other classes (i.e., barren and exposed; low density developed; high density developed;
and any additional classes you may have defined), you are required to have 10 polygons per
class.

NOTE: To delineate AOls for additional land-cover categories (e.g., conifer forest), select
appropriate areas in the main window (2D View#1). You can then follow the same process just
outlined to delineate class-specific polygons for each class.

Color is used to distinguish between different classes. ERDAS picks a default color and name for
every new region. To change the color of the new region, right-click on the Color field, whereas
you can change the name of a region by double left-clicking in the Signature Name field and
typing the desired category name (e.g., coniferous forest).
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11. Once you have established eight or more classes, each represented by an AOI composed
of multiple polygons (i.e., 10 depending on class), click File > Save As in the Signature
editor dialog box. Navigate to your Lab 6 data folder and name as “signature_file,” and
click OK. Count column containing an adequate number of pixels (i.e., > 100-500
depending on class), save signatrure_file one final time.

Signature Editor (signaturre-file2.siq) - U X

File Edit View Evaluate Feature Classify Help

@ D = T MIEA VA

Class #  » Signature Name Color Red Green Blue |Value | Order | Count | Prob. P/ | |H A
1 ‘wWater ] 0.000 0.000 1.000 1 11 101523 1000 v &+
2 Forest 0.000 1.000 0.000 13 23 ROEE 1.000w » v
3 Utban ] 1.000 0.000 0.000 9 32 2055 1000w v v
4 ¥ Coast 1.000 1.000 0.000 B 38 E29 1000+ v #

12. Also, close the Google Earth Map window and Signature Editor window as well.

Q#4 (15%0). Include a snapshot of your final Signature Editor dialog box.

3.1 Image Classification

We will then classify the Landsat TM image using the Maximum Likelihood classification
algorithm and all 6 bands as input.

Maximum Likelihood: This classification algorithm assumes that the statistics for each class in
each band are normally distributed. This approach also calculates the probability that a given
pixel belongs to a specific class that we have introduced during collecting trading data.
Therefore, each pixel in an image is assigned to the class that has the highest probability.

1. From the Raster Tab, choose Supervised Tab supenvised Classification ~
and select the Supervised Classification option \‘aﬂiﬂﬁffﬁle “j“‘”ﬁ H”;;;j‘ijl‘:_';g”efsg
from the drop-down list.

2. Next, the Supervised Classification dialog box Cosiiiistng) | |[Woieiesre
will appear. From that box, select = 3
“landsattm.hdr” as the input raster file and i ol
select “signature_file.sig” as the input signature [ Fucey Cossifieston  [2 2
file. You can name the Classified File as Deciien Fules:
“classified_image.img” and turn on the Distance Nerrparametic Rula: [None v
File option, and name it as “distance_file” in the St e
same data folder. This “distance_file” need for S e
setting the threshold values for the classification. PoremetricRule: | Meximum Likelihood’

[ Classify zeras [ ]Use Probahiliies
Betch AQl .. Cancel Help

NOTE: Basically, the Thresholding utility allows you to determine pixels that are most likely
classified incorrectly. Thresholding in supervised classification requires a distance file. (by
setting the distance threshold pixels "data distance™ from the class mean)
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This means that if the highest likelihood calculated for all AQIs (i.e., all classes) for a given pixel
is less than 0.95, then the pixel will remain unclassified

3. Then select the Maximum Likelihood form the Parametric Rule drop-down menu.
Click OK to proceed.

4. Right-click on 2D View#2 and add the classified image you just created. Compare the
classified image vs. satellite image by using options available in the Window group in
the Home Tab.

Thresholding

5. Select the Threshold option from the classification menu under Raster Tab, and you
will see the Threshold dialog box. Select #Band as 6 and Classification Type as
Maximum Likelihood.

6. From that dialog box, select File > Open. Select both the classified image and distance
images that you just created from previous work. Click OK.

7. Then go to View > Select Viewer in the Threshold dialog box and click on the Viewer
(i.e., 2D View#2), which displays the supervised classified image.

8. From the Threshold dialog, select Histograms > Compute. Now you will see a separate
histogram of the distance image for each class in the classified image is computed.

File View 5et Histograms Process Help

Class |> Class Name Chi-Square
Open Files X
Classified Image: [*.img) Distance Image: [*.img)
[ ‘@ -
3 1ab6 NS ~|
(] lab&_1 (] lab_1
(] Week06_Data (] Week0DE_Data
classifed_image.img ] classifed_image.img
classifed_image2.img ] classifed_imageZ.img
classifed_image3.img v | | ] classifed_imagedimg v
3 lab6 v| |3 1ab6
Col
Cancel Help
H#Bands: & = ClassificationT ype: Maxirmum Likelihood v

Fy

9. Now select each class in the Threshold dialog box and click the Histogram icon a
new window will open with a histogram for a class (i.e., Water)

10. You can select the arrow on the X-axis of the histogram and move to the position where
you want to set up a threshold in the histogram (the chi-square value will automatically
update as you change the X-axis: try to adjust the Chi-sg. ~11.07 where p=.05 for 6
spectral bands)

Source: https://www.mathsisfun.com/data/chi-square-table.htmi

11. Continue the above steps for other classes as well.
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12. Close in the Histogram window, and select View > View Colors > Default Colors in
the Threshold dialog box.

13. Select process> to File in the Threshold dialog box and save output image as
“threshold image” into the Lab 6 data folder.

14. Now you can create a new view (i.e., 2D View#2) and add the “threshold.img” file to it.

Q#5 (15%0). Include a snapshot of your main window that includes your “threshold.img”.

AS ALWAYS, ensure you know WHERE you are saving your files.

Accuracy Assessment

1. Click the Raster Tab and select the Supervised drop-down menu under Classification

Group. Landsat 4T™M - = | [ Laye -
. TM True Color = Laye =

> 13 99
Don’t forget to load your “Landsattm.hdr” image to the W -

2D View#1 and set up it to True Color using Bands Group
under Raster | Multispectral Tab.

Bands

2. Select Accuracy Assessment and open it. From the accuracy assessment dialog box,
select File > Open. Then the Classified Image dialog box will open. You can navigate to
your Lab 6 data folder and select the classified image you saved before. Click OK, and
the Accuracy Assessment dialog box for the classified image will be loaded.

3. You will use this for accuracy assessment.

4. Now Select View > Select Viewer From the accuracy assessment viewer. Form the
Viewer Selection Instructions dialog box and select the classified image.

5. Next, you can choose colors for reference Change colors W
pixels. In the Accuracy Assessment
Viewer, select View > Change Colors. Paints with no reference: -
Here, you can select White for Points With
No Reference (These points are just Points with reference: v
random points that have not been assigned a
reference value) And Yellow for Points Cancel Help
With Reference (These points are the

random points the have been assigned a reference class value). Click OK. If you want,
you can change these default colors.

NOTE: The option Create/Add Random Points available under Edit in the Accuracy Assessment
dialog box will generate random points throughout the classified image. Once these points are
generated, you must enter the class values for the points (reference points). Then these reference
values will be compared to the class values of the classified image.
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1. Select Edit > Create/Add Random Points in the accuracy Add Random Points X
assessment viewer. Then the Add Random points dialog box SouchCowe 1028 2
will open.

Mumber of Points: 10 o

2. Here you can set Search Count as 1024. This value allows 1024
points to be analyzed to see if they meet the defined requirements
in the dialog box. You can change this number if you want but
keep the default valve 1024 for now.

3. Change the Number of Points to 30. This allows you to

Digtribution Parameters:
(® Random

() Stratified Flandom

generate random points over the classified image. However, to OEqakzed Random
perform a better accuracy assessment, you may need more than Use Mirimum points
250 points. 10 :

Select Classes...

4. Under the Distribution parameters options, you have three
options, including "'random", *"'stratified random", and Help
"equalized random'. You can select the Random option for
this exercise. Then click OK to generate the points.

5. Now you will see a list of points in the accuracy assessment dialog box.
6. Inthe Accuracy Assessment dialog box, select View > Show All. This will show you all
the random points that are distributed in your classified image.

NOTE: If you cannot see the random points in the classified image, you may need to select u
icon and select the classified image and then try step 6.

4 B OO @ = 8 S T O k!
ectral  Mosa ic Reproject Unsupervised Supervise perspectral Subpixel ge | Change Detection | Rader c'k",'v‘:"

racy

AEET

Radiometric Spati Sp
. Shamp

oy 25

A

478860 000
438060.000

Retriever

46380000
472320000 _

482127.77, 540002521 (UTM / Clarke 1866 482127.77, 540002521 meters (UTM Zone 10{Clarke 186« Map Info (20) 000

7. Go to Home and select Equalize sizes, then select Link Views and Sync Views.
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Q#6 (15%0). Include a snapshot of your main window that includes your true-color image,
classified image, and Accuracy assessment table.

NOTE: You will see both images along with their points in white color. Now you can zoom in to
a point in the classified image, and the same point will be zoom in the reference image as well.
Also, you can add an Attribute table related to the classified image by selecting the classified
image and Table> Show Attributes.

e This Table will show up at the bottom of your main window, and you can use this to find
the class number for each class you defined (e.g., Water: class number 11).

e You can do the same task by referring to the signature file you saved before your Lab 6
data folder. Click Supervised > Signature Editor.

e Now Select Open in Signature Editor dialog box and navigate and select your
signature file. Now you will see the class with their respective class values in the
Signature Editor dialog box. You can refer to these values to fill the reference column in
the Accuracy Assessment dialog box.

8. Inthe Accuracy Assessment Reference column, you have to enter the best guess of a
class value for the pixel covered by each reference point.

9. Once you have filled the reference value for each point, you can see points in the Viewer
will change it to yellow color.

Layer,

Background

Retriever 4 x

elp

classifed image2.img : Layer_1 = & " N 4 x

[(Aow [ totogen | com | ned fumen e Opscty o8 476660000
O — 0 0 0
2 . 0 0 o )
6 i 0 1 Coat
]
—

In order to assess the accuracy of the classification, we can use Error Matrix, Accuracy Totals,
and Kappa Statistics available in ERDAS. You can take this information as a report.
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1. Go to Report > Accuracy Report and Report > Cell Report in the Accuracy Assessment
Viewer. A text file will be created with all the accuracy measurements. If you want to save
the reports as a text file.

2. Now close the text editors and go to File > Save Table in the Accuracy Assessment viewer
to save the data. Once you have finished, close the Accuracy Assessment viewer.

NOTE: The error matrix simply compares the reference points to the classified points. The
Kappa coefficient expresses the proportionate reduction in error generated by a classification
process compared with the error of a completely random classification. For example, a value of
.82 would imply that the classification process was avoiding 82% of the errors that a completely
random classification would generate (Congalton, 1991.)

Q#7 (15%0). Include the snapshot accuracy assessment report
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7 Unsupervised Classification
Lab developed by Rong Fang from Dr. Strimbu and ENVI documentation.

7.1 Objectives

Generate classification image by using supervised and unsupervised classification and assess
the accuracy with confusion matrix

7.2 Files used in this lab

Files (.dat and .hdr format) | Description
PostFireOLISubset Landsat 8 OLI bands (seven total), from May 25, 2014

The images are related with the wildlife that occurred on May 2014 in San Diego County, CA. In
May of 2014, close to 20 different wildfires erupted in San Diego County, triggered by SantaAna
winds and a heatwave. The first fire started on May 5, and the last remaining fires were
extinguished by May 22. By May 18, the fires had burned more than 27,000 acres (42 square
miles) of land (Figueroa and Winkley, 2014). Some of the communities affected by the fire
included Camp Pendleton, Carlsbad, San Marcos, and Escondido.

7.3 Processing
7.3.1 Supervised classification

Execute a maximum likelihood supervised classification of the Landsat 8 OLI bands image
PostFireOLISubset. The classification should create 6 classes: Water, Bare Land/ Cloud,
Developed Area, Dense Vegetation, Sparse Vegetation, and Shrubs. Assess the accuracy of
the classification using the same procedure as you have done in the previous lab.

7.3.2 Unsupervised classification

1. Start ArcMap, add image PostFireOLISubset by using Add Data icon ® - Setthe
display of PostFireOLISubset as false-color (Red: Near-Infrared, Green: Red, and Blue:
Green) for better visual identification.

-

2. Add the base map as a reference. Click Add Data icon &
->Imagery.

, choose Add Basemap

3. Enable image classification tool and the Spatial Analyst is also active. In the image
classification tool, make sure PostFireOLISubset is chosen as the image to be classified.

Classification ~ | |4 PostFireOLISubset.dat v |EH | [] ~

4. Click classification, choose 1ISO Cluster Unsupervised Classification. Start with
Number of classes 12. Name the output classified raster as PostFirel2.
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The classification of 12 classes is too patchy and noisy. We can see that many patches are too
small. In the Table of Content, right-click on the layer PostFirel2, and open the attribute table.
Exam the classes with smallest count.

Q1 [10%]. How many counts are there in the smallest two classes?

Q2 [10%]. What land cover do you think is located in the classes with the smallest number of
pixels?

Q3 [10%]. Is there any visually identifiable misclassification in these classes?

Now, please visually determine the majority of land cover type of these classes in the
PostFirel2 file by comparing the classified image with the Base map.

Class Value Land Cover Type
1 Water

2 Bare Land

3 Developed Area
4 Dense Vegetation
5 Sparse Vegetation
6 Shrub

7 Bare land

8 Developed Area
9 Developed Area
10 Shrub

11 Bare Land

12 Cloud/Bare Land

7.3.3 Reclass image

According to your judgment, do you think you need to merge some of the classes? In my case, |
decided to merge class#2 7, and 11 as a single class Bare Land, 6, and 10 as Shrub, 3, 8 and 9 as
Developed.

Final Classes Original Classes Land Cover Type
1 1 Water
2 2,7,11,12 Bare Land/ Cloud
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3 3,89 Developed Area
4 4 Dense Vegetation
5 5 Sparse Vegetation
6 6, 10 Shrub

5. Open ArcToolBox, find Spatial Analyst Tools, and choose Reclass - Reclassify. In the
dialog of Reclassify, input the parameters as below:
Input raster: PostFirel12
Reclass field: Value
Reclassification: Input the values according to your reclassification table.
Output raster: PostFireNew

. Reclassi

Input raster

[PostFire12 x| @

Redlass field
Value -

Redassification

Old values Hew values -
O

1 1

Mt e Wik

iimin it

3

[Load.‘. ] [Savem ] [R.everseNawh'alues] [ Precision... ]

Qutput raster
N:\Week 8\Weeki3_Data\PostFireMew @

Change missing values to NoData (optional)

6. Click OK once you have finished entering the paprametrs. The reclassified image will be
displayed.

PostFireMew
|1
2
13
ms
| E
s

T N — - — —ee-

7. Next step is to set the labels of the different classes to the land cover type. Right, Click on
the layer PostFireNew in Table of Content. Choose Layer Properties. In the
symbology tab, change the label to the land cover type.
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Draw raster assigning a color to each value @ @

Value Field Color Scheme

vaue T I REE

Symbol <VALUE> Label Count
D- <all other values> <all other values:>
<Heading=>

B Water 982529
[ H Bareland/Cloud 991305
[ = Developed 750463
- Dense Vegetation 142508
| E Sparse Vegetation 416413
- Shrub 841062

7.3.4 Accuracy assessment

7.3.4.1 Create Ground Truth Samples
You should use the same AOI that was created during the supervised classification.

7.3.4.2 Create Accuracy Assessment Points

In this step, we need to randomly sample some points on the Ground ‘:‘f’“ CEEE
Truth polygons for the purpose of assessing the accuracy of the S ;
classification. [aceuracy Q
1. In the main menu, click %l 1o open the search window. Type _’h— e
accuracy in the Search window. Open Create Accuracy \ Creste Accuracy Assesement Fonts (..
Assessment Points. Enter the parameters as below: toolboxes\system toolboxes\spatial analys...

"\ Update Accuracy Assessment Points (...
Updates fields in the attribute table to com...

Input raster or feature class data: PostFireNew toolboxes\system toolboxesispatial analys.
Output Accuracy Assessment Points: GPoints \ Create Ortho Corracted Raster Datase...
Targe‘t Field Ground_Truth toolboxes\system toolboxes\data manage...
Number of Random Points: 500 N Crectex s cable v From an o porel
Sampling Strategy: Equalized_Stratified_Random. eolhenesisysen foalboxesipares Fbne

- "'[Q Compute Confusion Matrix (Spatial An...
CI ICk OK Computes a confusion matrix based on er...
toolboxeshsystem toolboxes\spatial analys...
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Table
ERAE— AL "1

GPoints

2
o

Shape * Classified GrndTruth
Point -1
Point -1
Point -1
Point -1
Point -1
Point -1
Point -1
Point -1
Point -1
Point -1
Point -1
11 | Point -1
12 | Point -1
13 | Point -1
14 | Point -1
15| Point -1
16 | Point -1

o o

4

| ~|m|nfe|w|mf =]

w

-
=]
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2. After the points are generated, you will see these points covering on the top of ground
truth polygons. Right-click the GPoints in the Table of Content, and open the Attribute
Table. You will see -1 as the default value showing in the column of Classified.

3. Next step, we need to update accuracy assessment points and identify their corresponding
value in the classified image. Type Accuracy in the Search window again. Open Update
Accuracy Assessment Points. Enter the parameters as below:

Input raster or feature class data: PostFireNew
Input Accuracy Assessment Points: GPoints
Output Accuracy Assessment Points: AccuracyAssement.shp
Target Field: Classified
Click OK.

4. Once the points are updated, in the Table of Content, right-click the AccuracyAssement
layer, open Attribute Table. You will see both column Classified and GrndTruth
contain their values

Table
ERIR—RL L]
AccuracyAssement

FID | Shape * Classified GrndTruth
Point
Point
Point
Point
Point
Point
Point
Point
Point
8 |Point
10 | Point
11 [Point
12 | Point
13 [Point
14 | Point

»

|~ elwln~|o

s ro || o palromafma mana haframa maf ==
el ral ol rafrorafr| = o s a| o 2] o]~

7.3.4.3 Create Confusion Matrix
1. In the search Windom, type confusion matrix. Open Compute Confusion Matrix.
Input Accuracy Assessment Points: AccuracyAssessment;
Output Confusion Matrix: UnClassi. Then click OK.
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2. A .csvtable is generated and added in the Table of Contents. Open the table UnClassi by
right-clicking the UnClassi.scv file in the Table of Contents., you will see the table

shows as below:
Table

R AL i
UnClassi
OBJECTID * ClassValue C_1 Cc_2 C_3 C4|C5|C6| Total U_Accuracy Kappa

3 1|C_1 106 0 0 0 0 0 106 1 o
2|C_2 205 41 13 0 0 0 349 0.117473 0
3|C_3 0 0 12 0 0 0 12 1 o
4|C_4 0 0 0 9 0 0 9 1 o
5|C_5 0 0 0 1 9 4 14 0542857 0
&|C 8 0 ] 3 0 1 [ 19 0.315789 o
T (Total 401 50 28 10 10 10 509 0 o
2|P_Accuracy 0.264339| 0.82| 0.428571 09| 03| 08 0 0.359528 0
S |Kappa 0 0 0 0 0 0 0 0| 0.183508

The column

ClassValue is the value in the classified image, and different columns of ¢_1to c_6 are the
ground truth value. User's accuracy shows false positives, where pixels are incorrectly classified
as a known class when they should have been classified as something else. User's accuracy is also
referred to as errors of commission, or type 1 error. Producer's accuracy is a false negative, where
pixels of a known class are classified as something other than that class. Producer's accuracy is
also referred to as errors of omission, or type 2 error. Kappa index of agreement gives an overall
assessment of the accuracy of the classification

Q4 [10%]. Briefly describe how does ISO-DATA algorithm determines the classes?

Q5 [10%]. For supervised classification, what is the class with smallest and largest user
accuracy?

Q6 [10%]. For unsupervised classification, what is the class with smallest and largest user
accuracy?

Q7 [10%]. For supervised classification, what is the class with the least producer accuracy?
Q8 [10%]. For unsupervised classification, what is the class with the least producer accuracy?
Q9 [10%]. What does cause the low producer and user accuracy?

Q10 [10%]. What is the overall accuracy and Kappa statistics for the two classifications:
supervised and unsupervised?

7.4 Advanced topics: Unsupervised classification and confusion matrix with
ERDAS

Lab developed by Sudeera Wickramarathna and Dr. Strimbu from ERDAS documentation

7.4.1 Objectives

o Generate classification image by using suppervised and unsupervised classification.
e Assess the accuracy with confusion matrix

7.4.2 Files used in this Lab
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The file needed to complete this Lab are supplied by the U.S. Geological Survey, and are located
on Canvas, Week 8 Lab. Copy the files to a local drive, such as the Desktop.

Files (.dat and .hdr format) | Description
PostFireOLISubset Landsat 8 OLI bands (seven total), from May 25, 2014

The images are related to the wildlife that occurred in May 2014 in San Diego County, CA. The
first fire started on May 5, and the last remaining fires were extinguished by May 22. By May 18,
the fires had burned more than 27,000 acres (42 square miles) of land (Figueroa and Winkley,
2014).

7.4.3 Supervised classification

Using the knowledge acquired in the previous Lab you should classify the image using the
supervised classification method. You should consider the following six (6) classes:

Class Value Land Cover Type
Water

Bare Land/ Clouds
Developed Area
Dense Vegetation
Sparse Vegetation
Shrub

OO WIN|F

Because the new area to be classified is located inside USA a basemap service is available within
ERDAS. The service can be accessed thru the Web Map Service (WMS) available in ERDAS. To
connect the WMS to ERDAS you have to provide ERADS with the location of the server. One
such location is
https://basemap.nationalmap.gv/arcgis/services/USGSImageryOnly/MapServer/WMSServer?req
uest=GetCapabilities&service=WMS.

Another link hosting the same information can be accessed by searching with Google “basemaps
usgs server” which would supply a series of results. The imagery can be accessed from the
viewer.nationalmap.gov or from the catalog.data.gov.

If you want to use the catalog.data.gov website, once you click on it, an interface like this could
appear (depends on where you are pointed inside the website):
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DATA CATALOG @ #& /Datasets

@ /I / US. Geological ...

% Us& USGS Imagery Topo Base Map Service from The National Map
%2 Metadata Updated: May 24, 2019

science for a changing world

U.S. Geological Survey,
Department of the

Interior Access & Use Information
http:/fwwwusgs.gov’ The USGS

is a federal science agency that

provides impartial information on
the health of our ecosystems and
environment, the natural hazards

that... read more Downloads & Resources

ImageryTopo Base Map Service (ArcGIS) 1+ 15 views m

3 License: U.S. Government Work

EContact

tnm_help@usgs.gov

fShare on Social Sites ﬂ-@ ImageryTopo Base Map Service (WMS) m
W Twitter

f Facebook

i e

E%  Web Resource [~ 1091 views )
® ==

ED ImageryTopo Base Map Service (WMS)
You should click the Imagery Topo Base Map Service (WMS) (€ ,
which will open a new page that contains the address of the server:

A /W /US. Geological Survey, .../ USGS Imagery Topo Base Map ...

. ZDownload
ImageryTopo Base Map Service (WMS)
URL: https://basemap.nationalmap.goviarcgis/services/USGSImageryTopo/MapServer WMSServer? More Details
request=GetCapabilities&service=WMS

From the dataset abstract

USGS Imagery Topo is a tile cache base map of orthoimagery in The National Map and US Topo vector data visible to the 1:9,028 scale.
Orthoimagery data are typically high resclution images...

Source: USGS Imagery Topo Base Map Service from The National Map

@ View in Advanced Viewer

Copy the url, then open ERDAS. Select File->Open, and from the available option choose Web
Service...
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E Raster Layer.. Vector Layer.. EJ Point Cloud Layer.. @ AOI Layer.. Annctation Layer..
Photogrammetric Project.. W Three Layer Arrangement., m Multi Layer Arrangement.. M @ ERDAS APOLLO.
ECWP URL.. Algorithrm.. Dataset as Algorithm.. Virtual Dataset as Algorithm.. Algorithm as Raster.,
E NITF Container.. SnailTrail.. E\ Raster as Image Chain..

Within the new window paste the address of the server:

Open Web Service - O X
Mew URL At o
URL 35 Imagery T opo/Maps erver WM S5 erver reguest=G etCapabiliti
User Mame | |
Pazsword | |

To check the connection with the server, press Test. If the connection was successful a new
window should appear stating this:

@ Connection succeedad

OK to Al

If the connection was successful, the WMS link will be display below the Password. To
permanentize the connection, such that will be used later, you should press the green cross,

located at the right of the url box “i'.

After the cross is pressed, the name of the server will change from New URL to the WMS name:

Open Web Service - | x
bazemap. natiohalmap. gov WS 130
URL |st’services:’USESImager_l.JTopm’MapServerMMSServer?request=GetEapabiIities&sewice=WME| s@ 3
Uszer Mame | |
Paszword | |

f® WMS [basemap.natienalmap.gov]

Test Cancel Help

Once the connection was added to the WMS list, you can click OK. You will see the entire
planet, but detailed imagery is available only for the USA. For example, the last lab, used a
Landsat image that covered parts of USA and parts of Canada. If you zoom in to the VVancouver
Island- Olympic Peninsula area, you will notice that only the USA is rendered:
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If you select the viewer.nationalmap.gov then you will be directed to the National Map data
delivery website:
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The National Map - Data Delivery

Lidar Explorer

=

Home

TRAINING The National Map Data Download and Visualization Services

LINKS This site provides applications and web map services for "Topographic Information for the Nation". This information
includes topographic maps and geographic information system (GIS) data for elevation, hydrography, watersheds,

DOWNLOAD geographic names, orthoimagery, governmental units/boundaries, transportation, and land cover. Change notifications

NEWS

CONNECT

S Topo Maps Applications & Visualization

W W

Services
FAQS = = =

Current US Topo and Historical Topo Maps GIS Data Download

From the website you should choose the Apps & Services link:

APPICAUONS & Visuanzauor

Applications & Data Visualization Services

Apps & Services

In the new webpage, you should choose Services, then Web Map Services.

Base Maps (Cached)
Availability/Index Overlays (US Topo, 3DEP...)

Theme Overlays (NHD, Names, Elevation, Transportation...)

Among the available services, you should choose Base Maps, then select USGS Imagery Topo
Base Map, the WMS link:
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Base Maps (Cached)

Base Map - Blank
REST WS ArcGIS.com ArcMap Legend Thumbnall

Hydrography - Tile Cache
REST WMS ArcGlS.com ArcMap Legend Thumbnail
WMTS

USGS ImageryOnly Base Map - Primary Tile Cache
REST WIS ArcGIS.com ArcMap Legend Thumbnail
WMTS

USGS Imagery Topo Base Map - Primary Tile Cache
REST ArcGIS.com ArcMap Legend Thumbnail
WIMTS

USGS Shaded Relief - Primary Tile Cache
REST WS ArcGIS.com ArcMap Legend Thumbnall
WMTS

Clicking WMS link will open an html interface, from which you should select only the link to the

server:
https://basemap.nationalmap.gov:443/arcgis/services/USGSImageryTopo/MapServer/
WmsServer?

From the code written there:

F<HS

.org/2001/XLSchema-instance” xmlns:esri_ums="ht
com/ums https://basemap.nationalmap.gov:443/arcgis/s

ri.com/ums” version="1. i:schemalocation="http://waw.opengis.net/ums
€5/USGS ImageryTopo/MapServer/WnsServer?

tlesWns</Title>
acts>hMS</Abstracts

sty
urce xmlns:xlink="http://uum.w3.0rg/1999/x1ink" xlink: type="simple" xlink:href="http
ation>
onPrimary>
v<Cont rson>
<1[CDATA[ 1]

s://bassmap.nationalmap. gov:443/arcgis/services/USGST: InsServer?”/>

sType>
<![COATA[ 11>
</AddressType>
¥ <Address>
<![COATA[ 11>
</Address>
vecity>
<![COATA[ 11>
</City>
¥<StateOrProvince>
<![COATA[ 11>
</StateOrProvince>
v <Postlode>
<![COATA[ 11>

</PostCode>
v<Country>
<![COATA[ 11>
</Country>
</ContactAddress>
v «ContactvoiceTelephaney
<I[CDATAL 11>

After you copy the link to the WMS, paste it in the interface of adding Web Map services in
ERDAS, and follow the similar steps as you did before.

Q1 (30%): Include a series of snapshots with the main steps used for supervised
classification.
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7.4.4 Unsupervised classification

It is customary to classify images using supervised classification and unsupervised to acquire a
sense of the best spectral separation of the pixels within the image. Therefore, in this Lab we will
implement an unsupervised classification using the ISODATA classification method, developed
by Ball and Hall in 1965. The ISODATA algorithm, an abbreviation of Iterative Self-Organizing
Data Analysis Technique, contains a series of operations that merge pixels or clusters of pixels if
their separation distance multispectral feature space is less than a predefined value. The
ISODATA algorithm also split a cluster into two clusters according to user-preset rules.

1.

Download the image files and locate them in your Lab 7 data folder on your computer.
Next, Click File > Open > Raster Layer and select “PostFireOLIsubset.hdr”. Now
you can see the newly added image in the Content pane and 2D View#1 as well.

Next, Click Multispectral Tab and go to Bands group.
You will see Landsat 8 MS in the Sensor Type window; if
change it to Landsat 8 MS by clicking the drop-down menu
option. Also, change the Band Combination as True . W coa-
Color.

Landsat8 MS = Red =
- not,

True Color - Gree ™

To access the ISODATA algorithm, select Unsupervised under the Raster Tab. Click
Unsupervised Classification from the drop-down menu. Now you will see the
Unsupervised Classification dialog box.

Click the Output Signature Set Checkbox and give the Output Cluster Layer and the
Output Signature Set a similar name (i.e., Unsupervised_classification).

Also, make sure that under Clustering Options, the Initialize from Statistics box is
selected.

T P micoam

i Untitled:1 - ERDAS IMAGINE 2020 Ra!

AW

Vector Terrain Toolbox Help Google Earth Multispectral Drawit |
Input Raster File: fhdr)

:_I i_:_l “J: y _J e I [_;] | tﬂ ¥y s ] a] | |postﬂreo\isubset v| = | v‘ =

Mosaic Subset Geometric Reproject Check Unsupervised ' Supervised IMAGINE Hyperspectr:
« &Chip* Calibration™ Accuracy = - Objective = [ Qutput Cluster Layer ] Output Signature Set

EOIRCTY Unsupervised Classification gL file nam A (Eime)

T

& -
ew 21 postfireolisubset hdr (Red)(:Green){:Elue) |un_da53mmﬂun V| = | v‘ =

I Unsupervised Classification

Al L‘T Form clusters of

Clustering Options:

Mathod @ Initialize from Statistics () Use Signatun

(K Meanaf Classes from) 5 |5 to10 5

@ ls0dat jnimum Sice [ 001 “Maximum SD; 5005

Minimum 400 Shax Merges| 1 =

Initializing Options Color Scheme Opfions

to the selected
mage.
Processing Options

Meximum lerations: | 2 = Skip Factors:

—_—

Convergence 185015 s =

[ Classify zeros Add 111 heratic| ™ E L2

Batch || AQl. | Cancel  Help | %

L ]
N
R
R
N
N
R
N
2
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6. The Unsupervised Classification window asks for the parameters defining the ISODATA
algorithm, specifically the number of classes and the variability within a class. However,
there are several additional options that you should specify. To mirror the unsupervised
classification, you should choose the number of classes to range from 5 to 10, as
subsequent merging could be needed.

7. Here, the Number of Classes from shows the lower limit for the number of classes to be
created while the Number of Classes to show the upper limit for the number of classes to
be created.

8. Because ISODATA is an iterative algorithm, you should choose the number of iterations.
For this Lab, you should select 2. The iterative process ends when the stopping rule is
achieved.

NOTE: Maximum lIterations is the number of times that the program will re-cluster the
data. By setting up an appropriate number of iterations, you can prevent the utility from
running too long, and also it will stop getting stuck in a cycle.

9. ERDAS uses a “Convergence” threshold to end the iterative process, which stops the
iterations when the number of pixels in each class changes by less than the threshold. The
ISODATA classification ends when either this threshold is met,or the maximum number
of iterations is reached. This threshold prevents the Isodata utility from running
indefinitely (Source: ERDAS IMAGINE help)

It makes sense that classes with few pixels should not exist, as probably are an artifact rather than
a reality. Minimum Size field provides you to decide the size requirement for a cluster to be
deleted at the end of an iteration. The size is measured as a percent of pixels in a cluster relative
to the total number of pixels in the image. If there are fewer than the minimum size (e.g., 2%) of
pixels in a class, ERDAS will delete that class, and the pixels will be placed in the class(es)
nearest to them spectrally. Choose 1% as the Minimize Size for a class to be deleted (Source:
ERDAS IMAGINE help).

10. To ensure that spectrally similar clusters are included in any class, a homogeneity
measure of each class should be specified. A maximum class standard deviation should be
entered in the Maximum SD field. You can keep the default value 5.00 for this field. If a
class's standard deviation is larger than this threshold, then the class is split into two
classes.

To ensure that classes are not only split but also merged, if they have similar spectral signatures
and variability, you should select a minimum distance between class means and the maximum
number of merge pairs. If the distance between class means is less than the minimum value
entered, then ERDAS merges the classes. The maximum number of class pairs to merge is set by
the maximum number of Merge Pairs parameter.

11. You could leave the default values for the minimum class distance (i.e., 4) and the
maximum Merges of merge Pairs (i.e., 1). Click OK.
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12. Now you can add a second View to display the classified image: Home > Add Views —
Create New 2D View. Then left-click in the empty view window, select Open Raster
Layer to add the classified image you just crested (Unsupervised_classification.img) by
navigating to the data folder.

NOTE: You can determine the class number for each pixel by using the Inquire option in the
information group under the Home Tab. A cursor display box will appear at the bottom of your
main window. You can use the pan tool to select the pixel you are interested in.

13. Click on Home > Link Views icon drop-down > Link Views. Activate the Equalize
Scales option as well. Pan the original image so that you can see the respective class of
each pixel in the classified image (at the same geographic location in each image).

The following results could be obtained:

Bl Maroon
Violet
W rupe
I Map Grid Biue
Bl V20 Grid Red-Brown
Other.

NOTE: You can change the color for each class by using the Attribute Table (at the bottom of
your main window) color option.

To perform this task, you can go to the Raster | Table Tab and click the Show Attribute option.
You will see an attribute table at the bottom of your main window. Left-click on the color tab for
each class and select the appropriate color from the color pallet.

NOTE: Alternatively, you can try table> Colors in Query group to assign color ramp. You can
select Start Color and End Color; ERDAS will create a color ramp for you.
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Slice Type: By Value - End Color: .
Hue Yariation: | Maximal v | Number of levels: E s

Apply Help

Slice Method: | IHS Slice M Start Color: |~

i 5

s e S e ]

e

Q2(15%): Include a snapshot of your classified image at this stage. Also, include another

snapshot of the attribute table.

14. As you see, the number of classes produced is 10, which is larger than the desired
number. Therefore, some merging should be done. But before any merger is executed,
you should compare the result with the supervised image and decide if the classification
meets your visual requirements. (you can synchronize the views).

F o Histogram Color Fed |efu
0 I o000
1 N4 154755
2 100429 N 0o
3 c4472 iz o
4 427000 130
5 1118 0251186
G 4BR428 0.824)5 9
7 512486 0E12M349
a 2933M 0.753633
9 454922 101

10 205262 1153

0 Unclazsified
1 Clasz 1

1 Clasz 2
1 Clasz 3
1 Clasz 4
1 Claszz 5
1 Claszz B
1 Clasz 7
1 Clasz 8
1 Claszz 9
1 Clazz 10

15. If not, and most likely, this will be the case, rerun the classification by changing some
parameters, such as the Maximum size (%), Maximum SD, Minimum Distance, and

Maximum Merges.

A given class/cluster may represent more than one land cover class in the Ture color image. You
can decide if there is a major or small shift between the classified image and the Ture color
image. So, you should try several sets of parameters to ensure that the classified image is close to
your expectations. Once you made your selection for the classified image, you should start

improving it.

As you see, you have no unclassified pixels because you

have chosen the option that forces

ERDAS to classify all pixels. For example, examining the Attribute table, you noticed that all
classes have more than 300,000 pixels, except for class 3, which has less than 70,000.
Considering that a pixel's size is 30 m x 30 m, this class covers more than 15,000 ac. You could

leave the class as it is.
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However, to mirror the supervised classification results, which has only 6 classes, you should
merge some classes. To identify the classes to be merged, you should compare the classified
image with the Landsat image and see similarities between them. To merge classes, you should
focus on smaller classes, which are likely candidates to be merged. Therefore, you will start with

class #3.

16. Now you can remove the secondary view (i.e., 2D View#2, classified image window). Go
to Contents pan, select and right-click on 2D View#1. Then add the Unsupervised

Classified file to it.

17. Click the Home tab and go to View group, and select Swipe option ¥ 5°¢ 7
Alternatively, you can go to Utility | Transition Tab and select different SW|pe options.
You can also add the Swipe line so that you can see the Transition between two images.

18. Now you will see the unsupervised classified image top of the True Color image
(“postfireolisubnet.hdr”). You can swipe the top image and can observe the features of

the True color image.

19. By swiping the images, you noticed that class#3 reflects the areas that suffered intense
burning (Green colored patches). Therefore, if you are interested in burn severity, you
could leave it as a separate class. However, if you are interested only in the burn vs. not
burned, then you could merge it with class#5 (Cyan colored patches)

n
| Class 3 and 5 reflect
burns that happened.

.;‘smé?"‘?

20. Likewise, you can find classes that can be combined as a single class. Once you have
identified combined classes, rename them (e.g., Class 3 and 5 renamed as Forest_burn) in
the Attribute table and assign a color as well as follows:
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unsupervised_classification.img : Layer_1

Fove

@ @ e w e o

10

Histogram Calar

]
31423 I
1004892 I
4473
427000 I
381118
466428
512486
293301
454303 I
206262

Red

0.824
0.438039
0.753

1

1

Green

0

0165

0
(0.647055
0392157
(0.647055
0.708

1

0.753

0

1

0.543
0
0.753
1
0.953

0 Unclassified
1/ Class 1

1w ater
1|Forest_buin
1 Class 4
1|Forest_burm
1/Clags B
1/Class 7

1 Class 8

1 Class 9
1/Class 10

Class_Mames

21. Once you have finalized the classes by assigning the names and colors, click save to save
the file. Then uncheck the true color image in the Content pane.

22. For example, to merge class#3 with class#5, you
could use the Thematic > Recode option under the
Raster GIS group located in Raster Tab. The
recode dialog box will open. Navigate to the data
folder and use “unsupervised_classifcation.img”
as input file. Name output file as “recode.img” in
the same data folder. Also, activate Ignore Zero in

Stats. Option.

Recode X
Input File: (“img) Output File: *img)
|un_classificati0n.img \/| =1 |recode.img |
Setup Recode . Data Type:

[“lgnare Zero in Stats.

Wiew .

Batch

Input:  Unsigned 8 bit

CQutput: | Unsigned 8 bit ~

Freview ...

A0 Cancel Help

23. Then click Setup Recode, and another window will open with all the updates you just

made to the Attribute table.

24. You can update the new table using following steps:

1. Select aclass (e.g., Forest)

2. Select the row in this class by clicking them in the Row column; if you have
more than one row you can use Shift + Row Click to select them all.
3. Then change the value in the New Value box. You can use a desired unique

value for this class (e.g., Forest = 1)

4. Finally, select Change Selected Rows. This will change any row(s) that have
been selected to a New Value. You can observe the changes in the New Value

column.

5. You can continue this process until you finalized your classes. Once you have
finished updating the process, make sure there are no rows that have not been
selected in the Recode Table. You can do this by right-clicking the Value

Column and select None.

25. Click OK in Thematic Recode table and again click on in Record Table to crate your
Record file.
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Thematic Recode - O P

Walue Mew Walue Hizstogram Red Green Elue Clazz_Mames Opacity ~
1] 0 0.0 0.000 0.000 0.000 Unclassified 0.0
1 314336.0 0.000 0.392 0.000 Faorest 1.0
2 2 1004838.0  0.000 0000 1.000% ater 1.0
3 3 £4473.0  1.000 0647 0.000Forest_burn 1.0
1 4270000  0.000 0392  0.000 Forest 1.0
5 5 3811180 1.000 0843 0.000Farest_burn 1.0
5 E 4564280 0498 1.000  0.000Grass 1.0
7 7 5124860 0981 0.961 0.863 Grazs 1.0
g 8 293301.0 0.753 0.753 0.753 Shurbs 1.0
9 9 454583.0 1.000 0.000 1.000 Urban 1.0
1 205262.0 0.000 0.392 0.000 Faorest 1.0

w

< >
MNew Yalue: |1 = Change Selected Rows
Cancel Help

Record File

N

Now, remove all images from the 2D Views that you have been working with so far.
Reload the Record file you just saved and open the Attribute Table.

You may notice this attribute table does not have a Class_Name attribute column. Now
you can add a new attribute column by using the table> Column properties in the
Query Group.

You can click New and type an appropriate Column Properties >
title (e.g. ‘C_lass_Name ) and select String S N Prrwp— e
as Type. Click OK. Color :
A new column will appear, and you can Gresn e B
name the classes with appropriate names. Cisac Names Alanmen: B =
Also, you can change the class colors as SE?SE'?’M
well. Formula: ‘ ‘ Vo
Now Save your changes by clicking the
Save button. @ Defaultonly (O Apply on 0K (O Auto-Apply
Up Dawn Display Widkh: (50 |2 MaxWidth: [32 |2
Top Bottarn
e Delele Cancel Help
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Q#3 (15%0): Include a series of snapshots with the main steps used in unsupervised
classification

Q#4 (10%0): Is unsupervised classification an iterative process or not? Justify your answer.

Q#5 (10%): Which classification is more accurate: supervised or unsupervised? Justify
your answer.

7.4.5 Classification accuracy

ERDAS has a built-in function that computes the classification accuracy, namely the confusion
matrix.

In ERDAS you can compute the confusion matrix using the Signature file for ground truth. To
execute this task, first, you have to create the signature file, as you did for the supervised
classification. The new signature file created on the LandsatTM image, must contain the same
classes as the classified image. If different classes are made, you have to manually match them
with the classes from the image.

The confusion matrix is computed after you select the Confusion Matrix Using Ground Truth
signature file. If there are unmatched classes between signature file and image classes, you
should establish their correspondence manually. The output will be the entire confusion matrix
with all the parameters computed for you:

You can refer to Lab6 Image Classification > Accuracy Assessment steps to perform an
accuracy assessment task.

Q#6 (10%). What is the difference between omission errors and commission errors? What
are the other names for these errors?

Q#7 (10%). Cut and paste the confusion matrix in the Word document that you would
submit on Canvas. Compute the percentage of false positives and false negatives using the
Confusion matrix. Based on the omission and commission errors, what is your conclusion
regarding the accuracy of your classification?
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8 Classification enhancement using Remote Sensing Indices
Lab developed by Dr. Strimbu.

8.1 Obijectives

The week 8 lab has two objectives:
e classify an image using recorded spectral reflectance and derived indices.
e assess the accuracy of the classification using the confusion matrix

8.2 Files used in this lab

Files (.dat and .hdr format) | Description
Sentinel2bDetroitLake Sentinel 2B image east of Salem from Oct 29, 2020

Q1 [5%]. What are the wavelengths of the Sentinel 2B instrument?

Q2 [5%]. What are the wavelengths included in the Sentinel2bDetroitLake image?

Q3 [5%]. What is the spatial resolution of the image?

Q4 [5%]. Do you think that a post processing of the image occurred? Justify your answer.

8.3 Classification using only spectral data

Execute a maximum likelihood supervised classification and an ISO-DATA unsupervised
classification of the Sentinel 2B image Sentinel2bDetroitLake. Both classifications should have
the same classes, which should contain at least the following classes: Water, Bare ground/
Clearcut, Burned areas, Mature forest, Young Forest, and Clouds.

Q5 [10%]. Include a snapshot of approximately 1 square mile for both, supervised and
unsupervised.

Assess the accuracy of both classifications using a confusion matrix.

Q6 [20%]. Include the confusion matrices for both classifications.

8.4 Compute remote sensing indices

Image classification is enhanced when in addition to the spectral information other data is added
to the classification. The easiest data to be added to the classification is the one based on the same
information as the original image, namely the remote sensing indices. Remote sensing indices are
combination of the reflectance in various bands. The most famous index is the normalized
difference vegetation index (NDVI), which delineates the vegetation from other land features.
The NDVI, which is the ration between a combination of near-infrared and red reflectance, is an
important vegetation index because is coupled with some physiological parameters describing the
vegetation, is species-specific, and reduces many forms of multiplicative noise (e.g., sun
illumination differences, cloud shadows etc.).

NDVI = PNIR — PRed

PNIR T PRed
Beside NDVI, there are other indices that can be used to enhance image classification. In this lab
we will be computing three more indices: transformed Modified Soil Adjusted Vegetation Index
(MSAVI2), transformed Red-edge Vegetation Stress index (RVSI), and transformed normalized
difference water index (NDWI):

175



Remote Sensing and Photogrammetry - Forestry Applications

i 5

1
MSAVI2 = E(Z(NIR +1) = J@NIR + 1)2 = 8(NIR — Red))

+
RVS] = P704 . P7s2 Drao

Pses — P1610

o _ Psea + P1610
The three indices are a transformation of the original indices, as the wavelengths do not match

exactly the definition of the two indices.
1. To compute the two indices in ArcGIS you can use two Windows | Hap

Overview LAS Dataset = |—

options: Map Algebra and Image Analysis. The Map Algebra Magnifier

Viewer ——

option is used when multiple rasters are combined, whereas T

NDWI =

the Image Analysis is used when the bands are merged into g o
- earc| trl+
One Image Image Analysis
R . R R . R j@::;; Image Analysis
In this lab we will be using the Image Analysis tool, which combines R
for working with

the digital numbers from multiple bands within one image to produce

a raster with only one band.
2. To turn on the Image Analysis, you simply select Windows from the menu bar followed

by the Image Analysis option.

&) Press F1 for more help.

The image analysis window contains 4 areas: 1) the area where the rasters are located, 2) the
Display area, which is used to enhance the displayed image, 3) the processing area, where various
functions are developed, and 4) the Mensuration area, where measurements on the image can be

done.
3. To compute various indices, you must combine the digital numbers of various bands into

a new band. To achieve this task, first, you should choose the image subject to algebraic
manipulations, which in this case would be the Sentinel2BDetrait Lake.
4. After you have selected the image, the Processing area will have many options turned on,

one of which will be the NDVI button: ¥ NDVI is not the only index readily available
in ArcGIS, as many other are already implemented, however, the default option assumes a
certain correspondence between the bands, such as the NIR would be band 4 and red band
3.

If the bands are not allocated according to the imbedded formula, the computations will be
incorrect; therefore, always check the validity of the equation used to compute the index. In this
lab we will be using the built-in NDV1 index, and we will compute the NDW1 by explicitly
entering the formula.

The NDVI is immediately computed once the ¥ is pressed, which will add the image to the
Table of Contents and the raster to the image area:
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Table Of Contents 2 x
] |Z| FRR ABE Image Analysis o x
==] Loyers - _
o] NDVI_sentinel2bdetroitlake. [V > NDv1_sentinel2bdetroitiake. tif
5 @ sentinel2bdetroitiake.tif £ @ sentinel2bdetroitake. i
RGB
M Red: Band4_665nm
[ Green: Band3_559nm
M Blue: Band2_491nm g
S
< > =
= &
Display &
Processing = |
WE ¥ :
I . P ‘“ ‘.t’f’:_\ AN
Blend "
Sharpen v| S
Mensuration (S 5 R
E ol
a oRa (20 0 B BN, [N G i
Measure in 3D
idi y ' V‘ ' Image Analysi o x
5. To check the validity of the NDVI values, select mage Anaysis

=]

NDVI_sentinel2bdetroitlake.tif from the Image Analysis window, then [ ST e——
right-click when the mouse is over the name of the raster, and select the Remove
Properties ... option. From the Layer properties window, select the ===
Functions tab. Within the Functions window, right-click over the NDV1 function, then

choose the Properties... option.

w b ol o R

General Source Key Metadata Estent Display Symbology Time
General NOVI  Output Info  Key Metadata

g% Function Chain
B@ ¥11cibb3e_0f35_44ca_%adf 9bbb2al11d0cTy0.afr Input Raster: sentinel Zbdetroitlake. tif |
B__J& Colormap Function
=) fi NDVI Function
- sentinel2bdetroitiake, if

0

Visible Band ID: 3 w

Infrared Band ID: 4 ~

6. Because the NDVI formula is well established, the only check should be done if the NIR
and red bands are properly identified within the list (stack) of available bands. The NDVI
tab will show the bands that are used to compute the NDVI, which in this case is band 3
for Red and band 4 for Infrared.

7. Checking the specifications of the sentinel 2B instrument, you notice that band 3 is the
red band from the Sentinel2bdetroitlake image, therefore it should be left unchanged.
However, band 4 is not NIR, but the red-edge (i.e., 704 nm). In fact, the NIR, which
formally starts at 750 nm wavelength, could be any of the band 6 t010 from the
Sentinel2bdetroitlake image. It makes sense that among all the NIR bands to choose the
one with the smallest wavelength, namely the 780 nm, which is band 6. Therefore, you
should change band 4 from Infrared band to band 6, then press OK. To update the NDVI
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computations and see them on the screen press Apply in the Layer Properties/ Functions

Image Analysis O x s
5]
‘@NDVI_senune\Z:dewo\dake.hf
[ 46 sentinel2bdetraitiake. tf
Layer Properties
General Source Key Metadata Edent Display Symbology Time — Functions
= x11cibb3e_0f85_44ca_%adf 9bbb2alid0c7y0.afr
=~ Ji Colormap Function
E-Ji NDVI Function
. sentinel2bdetroitake. tif
| [ A
s e T : v P e
L i o8 gl s Ny - o > o

8. Once the imageahudtéd, yu can press OK in the Functions ab, as the NDVI
computations are completed.

Q7 [5%]. Include a snapshot with the map showing the NDVI and the Functions tab from the
Layer properties.
9. Next, let's compute the MSAVI2. The formula of the MSAVI2 is already implemented in
ArcGIS, all that you have to do is access it. Therefore, again select the
Sentinel2bdetroitlake image, but now instead of clicking the NDVI icon, you will select

the function icon from the Processing area .

10. After you choose it, the default function is displayed in the Function Template Editor,
which is normally the Identify function (will leave the original image unchanged). To
access the MSAVI2 function, right-click on the Identify Function, then select Insert
Function.
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ArgStatistics Function
taset = Filters - X . =
J Arithmetic Function

- : Georeferencing Aspect Function

Attribute Table Function

J  Band Arithmetic Function

Jz: Binary Thresholding Function
Jz: Cached Raster Function

Jz: Classify Function

Jz= Clip Function

Jez Color Model Conversion Function

Jz: Colormap Function

%| J# Function Template Editor Lz Colormap To RGB Function
Je  Complex Function
b E"]ﬁ Function Chain Jz  Composite Band Function
BEI xb457475_4364_4882_b3f1_8a3acb6948c2y0.afr J Constant Function
BJ*;E@ Insert Function 3 [ Contrast And Brightness Function
Insert Python Raster Function [z Convolution Function
FEmae M Curvature Function
i Elevation Void Fill Function
> oy M Extract Band Function

11. From the available functions, choose the Band Arithmetic Function. Within the Raster
Function Properties, select the Band Arithmetic tab and make sure that the input raster is
the Sentinel2bdetroitlake image, and choose from the dropped down Method, the
MSAVI2, or Modified SAVI.

Raster Function Properties

General Band Arthmetic

Input Raster: ‘ sentinelzbdetroitiake. 5 | =)
Methods User Defined v
User Defined
NDVT
a1
Expression: [Transformed savt

Modified SAVL

PVI

GVI (Landsat TM)
Sultan's Farmula
VART

About the Band Arthmetic fnctol h "

| NDVIre
SRre

| MTVIZ

[RTVI (Core)
Clre

Cla

12. Once you have selected Modified SAVI, the formula and the corresponded bands are

displayed. To properly allocate the NIR and Red bad, you should type “6 3”, which means
that band 6 is NIR, and band 3 is red.

General Band Arthmetic
General Band Arthmetic  Qutput Info  Key Metadata

Input Raster: sentinel 2bdetroitlake. tif E,
Input Raster: sentine| 2bdetroitiake. tif | E‘
Method: Modified SAVT -
Method: Modified SAVI w
Example: 3 1
Example: 3 1
Band Indexes:
Band Indexes: 63
gﬁ;‘;ﬂpm Red Input: NIR Red
£ N + + Output:
(2*NIR + 1-Sgrt((2 *NIR + 1) ~ 2-8 * (NIR -Red))) / 2 @ =NIR +1-Sart((2 NIR + 1) ~ 2 -8 = (NIR - Recl)}) / 2

13. After you press OK, a new image is added to the display, which shows the MSAVI2. If
you want to change the name of the displayed layer, right-click on it in the Image
Analysis window, then select Properties. Inside the General tab, change the Layer name to
“MSAVI2”, then click Apply.
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Image Analysis O x
£ Gi |
eneral | Source Metadata Exent Display Symbology Time Functions
A @ msaviz Ko ey | Yooy
[ > NDVI_sentinelzbdetroitake. tf
= Layer Mame: MSAVIZ [ visible
@ sentinelzbdetroitiake. iF |
Desaription:
< >
EO Credits:
Display |
Processing =]
WE S 5 | Scale Range
‘] i
JE E_r You can spedify the range of scales at which this layer will be shown:

] @ snow layer at al cales

Blend (O'Den't shaw layer when zoomed:

Sharpen v| % Outbeyond: | <MNone> (minimum scale) @
Mensuration =
| In beyond: <MNone> (maximum scale) E z

o (B 3 I BN EL (N

Measure in 30

Q8[5%]. Include a snapshot with the Layer Properties showing the MASVI2 inside the
Functions tab and the raster displaying the MSAVI2 using a color scheme different than the
default grey ramp.
The last two indices to compute before the formal image classification starts are RVSI and
NWSI. The two indices are computed in this case by entering the formula yourself using an
approach similar to MSAVI2.
14. Therefore, first select the sentine2bdetraitlake image, followed by the function icon #
Within the Function Template Editor right-click on the Identify Function, and from the
functions available thru the Insert Function window also choose Band Arithmetic

Function.

However, this time instead of searching for a predefined index, you should choose the User
Defined option from the drop-down menu. In the expression box type in the formula for the
RVSI: (B4 + B6) /2 - B5

Raster Function Properties

General Band Arthmetic

Input Raster: sentinel 2bdetroitiake. tif

W

Method: User Defined o

Exampla: (B3 -B1) /(B3 +B1)
Expression: | (B4 +B8) [ 2-B5] |

The image showing the RVSI values is displayed using a greyscale:
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Image Analysis oxf
=]

@Func_sanﬁnelﬂ:detrmdak& Jf
A€ msavi2

[ 4 NDWI_sentinel2bdetroitiake. tf !'jé. %

[ 4 sentinelzbdetroitiake. i

< >

| Display -

| Processing B

FooxBEZZ£@
£

I - )
Blend R
Sharpen v| -
‘ Mensuration = .
o e 5 5 61 0 6, 9 D g
= i

Measure in 3D

Image Analysis
el

@rvs1
M@ msavr2
€ NDVI_sentinel2bdetroitiake. i
[ sentinel2bdetroitiake. tif

| Mensuration

a2 0 B BN G, 3

howing the RVSI inside the Functions tab and the raster
displaying the RVSI using a color scheme different than the default.
16. For the NDWI, you should follow the same steps as for RVSI, with the exception that in
the Expression box you should enter the formula for: (B8 — B9) / (B8 + B9).

Raster Function Properties

General Band Arthmetic

Input Raster: sentinel 2bdetroitiake, if | B,

Method: User Defined w

Example: (B3 -B1) /(B3 +B1)
Expression: | B8 -B9) / (B8 +BY)| |

17. Rename the function computing NDWI and NDVI as “NDWI” and “NDVI”, respectively,
using the same procedure as above.
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Q10[5%]. Include a snapshot with the Layer Properties showing the NDWI inside the
Functions tab and the raster displaying the NDWI using a color scheme different than the
default grey ramp.
Now that you have finished computing the four indices, you are ready to create an image that
contains not only the reflectance in various wavelengths but also the indices, which will serve as
input in the subsequent classification.

18. To create a multiple band image, you should select from the ArcToolbox the Raster

folder, within which choose Raster Processing followed by Composite Bands.

19. After you open the Composite Bands windows, you should select the rasters that will be
included in the new image, which are either added to the Input Raster by navigating to the
respective files, if they are not in the Table of Contents, or by using the drop-down menu,
if they are in the Table of Contents.

20. Because all our rasters are in the Table of Contents, you should add them using the drop-
down menu. Be sure that you will sort them such that will make sense later during the
classification. For example, it is good practice to have the spectral bands separated from
the indices. Therefore, you could place the original 10 bands image first, then add the
indices after that. Once you are done, save the new image as
sentinel2bdetroitlakel4bands.tif.

“ Composite Bands

Input Rasters

| =

< »sentinel 2bdetroitiake. if
< 2 NDVI

< »NDWI

< »RWSL

o 2MSAVI2

= (= x| |4 0B

Qutput Raster
|C:'lJ_Isers'l,bogda'l,Eh:ux'l,CDurses'lFE444'|FE444FZIIIZIJ'l,WeekIJS'l,WeekDS_Data'I,Senﬁnelz'lsenﬁnelﬂzudel

Q11 [5%] Insert a snapshot with the 14 bands within the sentinel2bdetroitlakel4bands image.
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8.5 Classify the image using spectral bands and remote sensing indices

Execute a maximum likelihood supervised classification and an ISO-DATA unsupervised
classification of the sentinel2bdetroitlakel4bands image. The two classifications should have the
same classes as the classification without the remote sensing indices.

Q12 [10%]. Include a snapshot of approximately 1 square mile for both classifications based
on 14 bands, supervised and unsupervised.

Assess the accuracy of both classifications based on the 14 bands image using a confusion
matrix.

Q13 [15%]. Include the confusion matrices for both classifications based on 14 bands (i.e.,
supervise and unsupervised). What is your opinion: did the classification accuracy improved or
not by including the remote sensing indices?
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8.6 Advanced topics: Multispectral and thermal bands — Remote Sensing
Indices

Lab developed by Sudeera Wickramarathna and Dr. Strimbu from Nelson and Khorram, 2018 and ERDAS
documentation.

8.6.1 Objectives

Create binary masks to exclude pixels.

Create different image indices, including NDVI, NBR.
Recombining classification components.

Assessing (qualitatively) the effect of wildfires using image indices.

8.6.2 Files used in this Lab

The files needed to complete this Lab are supplied by the U.S. Geological Survey, and are located
on Canvas, Week 8 Lab. Copy the files to a local drive.

Files (.dat and .hdr format) | Description

PostFireOLISubset Landsat 8 OLI bands (seven total), from May 25, 2014
PreFireNBR Normalized Burn Ratio image from May 9, 2014

The images are related with the wildlife that occurred on May 2014 in San Diego County, CA. In
May of 2014, close to 20 different wildfires erupted in San Diego County, triggered by Santa Ana
winds and a heat wave. The first fire started on May 5, and the last remaining fires were
extinguished by May 22. By May 18, the fires had burned more than 27,000 acres (42 square
miles) of land (Figueroa and Winkley, 2014). Some of the communities affected by the fire
included Camp Pendleton, Carlsbad, San Marcos, and Escondido.

8.6.3 Background on Burn Indices

Land resource managers and fire officials use burn severity maps from remote sensing
instruments to predict areas of potential fire hazards, to map fire perimeters, and to study areas of
vegetation regrowth after fires. Landsat imagery has traditionally been used to create indices that
indicate burn severity because of its repeated coverage, ease of access, and spectral wavelengths.
In this Lab, you will create burn severity images using a variety of different indices, such as burn
area index, normalized burn ratio, and normalized burn ratio thermal.

8.6.3.1 Normalized Difference Vegetation Index (NDVI), or greenness map

“The NDVI is a popular tool used in forest vegetation health assessments and represents an index
of vegetation greenness. Chlorophyll pigments (light-absorbing pigments) found in the leaves of
healthy vegetation absorb incoming radiation (visible light) in the blue (0.45 um) and red range
(0.67 um) of the electromagnetic spectrum (EMS). Green (0.5 pum) is reflected more so in the
near-infrared (0.7-1.3 pm) ranges of the EMS. Particularly in the near-infrared portion of the
EMS, there is a strong reflection of light largely due to the internal makeup of a leaf’s structure.
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When vegetation becomes stressed due to drought, infestation, disease, and other reasons, the
leaves typically decrease reflection in the near-infrared range as the leaf’s internal structure
begins to change. A NDVI image is created for specific image dates through the division of the
image’s red and near-infrared spectral bands (NIR — RED/NIR + RED). Multiple NDVI images
can be generated to determine the spectral signatures for areas of healthy vegetation vs. areas of
stressed vegetation. This type of application is useful for identifying areas

where vegetation is under stress” (Nelson and Khorram, 2018).

8.6.3.2 Normalized Burn Ratio

The Normalized Burn Ratio index highlights burned areas in large fire zones. The formula is
similar to a normalized difference vegetation index (NDVI), except that it uses near-infrared
(NIR) and shortwave-infrared (SWIR) wavelengths (Lopez, 1991; Key and Benson, 1995).

_ NIR-SWIR
NIR +SWIR

The NBR was originally developed for use with Landsat TM and ETM+ bands 4 and 7, but it will
work with any multispectral sensor (including Landsat 8) with a NIR band between 0.76-0.9 pm
and a SWIR band between 2.08-2.35 pum.

NBR
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8.6.3.3 Land-Only Image

Generally, the presence of water or water bodies in an image can cause potential issues in land
cover classification. Mainly due to the broad spectral range of reflectance values. Therefore,
removing the water pixels from the image would help in focusing the classification only on the
terrestrial area.

1. Open ERDAS Imagine and click File = Open > Raster Layer. Then navigate to the
week 8 data folder and select PostFireOLISubset. Then display the false-color
composite (FCC - Red:5, Green: 4,Blue: 3).

2. Next, we will create a new unsupervised classification of the Landsat 8 subset image by
selecting Raster = Unsupervised = Unsupervised Classification.

3. Specify an output file name of PostFireOLISubset_unsupclass in the lab 8 folder. In this
lab, we do not need to use the output signature file. Therefore you do not need to check
the Output Signature Set in the Unsupervised Classification dialog box.

4. Now, click on the Color Scheme Options button in the Unsupervised Classification
dialog box. Change the output color values to 5, 4, 3. You may keep all other settings as
default. Then click, OK.

5. Next, you will see the process list window and processing of unsupervised classification.
Once processing is complete, you can close the process list window.
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6. Once the process is completed, you can open the classified image by navigating the File
-> Open = Raster Layer. Then select the PostFireOLISubset_unsupclass image.

NOTE: If you have selected the default “Color Scheme Options = Approximate True Color”
during the Unsupervised Classification, the output color coding of the classified image follows
the color scheme of the Landsat 8 FCC subset image. Therefore, the unsupervised classified
PostFireOLISubset_unsupclass image will look almost similar to the original image.

Q1 (10%). Include a snapshot of the PostFireOLISubset_unsupclass image.

8.6.3.4 Thematic Image Recode

In the next steps, we are going to recode the values of classes in an unsupervised classification
image. During this process, we will recode the initial classes (i.e., 36 in this case) into two major
classes, particularly, either land = 2 or water = 1.

1. You can right-click on the PostFireOLISubset_unsupclass image and select the
Display Attribute Table option. Now you can explore which classes are water and which
are land.

2. Next, you can change the color of each class by clicking on each row in the attribute

table to see which classes are “water” and which are “land.” You can assign blue for
water and Brown color for land.
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3. Once you have determined the classes belong to water, change them to “1” in the
“Class_Name” column of the attribute table. Then, you can rename the classes belongs to
land as “2” in the “Class_Name” column of the attribute table. Do not change the box
labeled “0” or “unclassified”.

Contents a1 x 2D View #1: postfireclisubset_unsupclass.img (Layer_1)
5[] el 2D View #1 ~ ; "

- @
] B Unclassified
I Class 1
I Class 2
I Class 3
I Class 4
I Class 5 v

< >

Retriever a2 x

postfireolisubset_unsupclass.img : Layer_1

Fow Histogram Color Red Green Blue Opacity
a o a 0.392157 a 0 Unclassified
1 935373 I 0 i 1 11
2 26207 I 0.647059 0.16470E 0164708 12
66362 I 0.647053 0.164706 0164706 12
4 61133 I 0.647053 0.164706 0164706 12
5 s4641 I 0.43 0.361 0.343 1 Class B
g 20345 I 0.29 0.42 0.451 1/Class B
7 36716 I 062 0.263 0.282 1|Class 7
g 94375 I 0.514 0.357 0.353 1/Class 8

NOTE: You may need to save the work once you changed the classes into water and land. You
can perform this by right-clicking on the file name in the Contents Pane and then Save Layer
and close the attribute table.

4. Go to Raster = Thematic under the Raster GIS category grouping and click Recode
option. The Recode dialog box will open and select PostFireOLISubset_unsupclass as
the input file. Name the output file PostFireOLISubset _recode and select Ignore Zero
in Stats option. Do not close the Recode dialog window yet.

5. Next, click the Setup Recode option. Now we are going to recode the image so that we
can differentiate water from land. You can select and highlight the water classes by
holding the Shift key and clicking rows belonging to the water class (water=2). Next,
select «“1” for New Value box and click Change Selected Rows. You will see that
changes are updated in the New Value column. For example, the New Value column
will show 1 for all the water classes.
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6. Next, you can change the New Value column for land classes. You can highlight the
land classes using the Shift key and then change the number in the New Value box as 2.
Then select Change Selected Rows and click OK. Now, you will see that all the classes
belong to land converted into “2” in the New Value column.

Click OK again in the Recode dialog window. Now the new classes will simply be
displayed as water =1 and land = 2.

NOTE: You may need to maximize the Thematic Record window so that you can select
the rows quickly.

Recode % Unsupervised Supervised IMAGINE Hyperspectral Subpixel Knowledge = Change Detection Rad:
¥ - - Objective - = Engineer = Tools = Analy
Input File: *irng) Output File: (%img) Classification Change Detection

‘ |posﬂireoli5ubset_unsu; \/| = ‘posmreulisubste_recnc v | @

Setup Recode . Data Type:
| Input Unsigned 8 bit

[v]lgnaore Zero in Stats. i i j
[l Cutput | Unsigned § bit » Thematic Recode

Walue MNew Yalue Histogram Red Green Blue [~

0 0 00 0000 0352 (0.000 Uncle
1 1 9963730 0.000 (0.000 1.0001
2 282870 0647 0165 01652
3 BE3E20 0647 0165 01652
4 E11330 0647 0165 01652
]
E
7
g

Wiew .. Preview ..

Batch AOL.. Carncal Help

846410 0647 0185  D1852
208460 0647 0185  D1852
367160 0647 0185 01652
594375.0 0647 0185 01652

3 314400 0647 0185 01652
10 127786.0 0647 0185 01652
11 G7e02.0 0647 0185 01652
12 1373060 0647 0185 D652

>

MNewValue: |1 = Change Selected Rows

Cancel Help

7. Open a second View by clicking Home = Add View - Display Two Views. Next, you
can open the newly recoded classified image by selecting File = Open - Raster Layer.
Then select the PostFireOLISubset_recode image.

8. Next, we are going to assign the colors to the main two classes: water and land. You can
open the attribute table and change the color of class 1 (water) to blue and class 2 (land)to
brown.

9. Now, you can compare the recoded image with the original image. For better comparison,
you can link the views and synchronize two views.

8.6.3.5 Binary Image Mask to Remove Water
1. Click Raster - Subset & Chip ->Mask in the Geometry category group. Select the
original Landsat 8 subset image (PostFireOLISubset) as the input file and
PostFireOLISubset_recode as the input mask file.

2. Then select Setup Recode. Next, click on class “1” in the Value column to highlight it
(Class 1 = water features). Enter “0” in the New Value box and click on Change Selected
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Rows. Now you will see the New Value column with the updated value of O for water
class.

3. Similarly, you can click on class “2” in the Value column to highlight it. Then change
class 2 to a value of “1” (Class 2 =land features) in the New Value box and click on
Change Selected Rows. Now you will see the New Value column with the updated value

1 for land class.
4. Name the output file PostFireOLISubset_land. Make sure to activate Ignore Zero in

Output Stats option and click OK.

- S

Mask x -
Thematic Recode — O X
| Input File: (“hdr) Input bMask File: (*img) Walue | MewValue | Red Green Blue Class_Mames Opacity Histagram R
irenli ~ i = 0 0 0000 0392 0.000Unclassiied 00 00
| posffirenlisubset hdr v| = |rec0de.|mg v | B ! 5 i G St 00l o FERTeT &
EpT— 1 0847 0165 01852 1.0 F27912.0
" etup Recode ...
Wylindow: B
) ) Zero's Indicate excluded Area.
) Union (@ Intersection
Data Type:
Output File: {*imng) Input#1:  Unsigned 16 bit
|postf|reol|subset_land.l \/| = Input #2: Unsigned 8 bit .
. ! ! < >
Ignore Zern in Qutput Stats. Output: | Unsigned 16kt~
Mew Walue: 0 = Change Selected Rows
Batch A0 .. e~ Help
Cancel Wiew .. Help )

5. Next, add the new PostFireOLISubset land file to 2DView#2 and make false-color
composite as (Red: 5, Green: 4, Blue: 3) to compare the output, you can do this by
swiping between PostFireOLISubset_recode and PostFireOLISubset_ land files. Use

. . . I® swipe -
the Swipe option under Home -> Swipe e . Now you have created a
classification mask image that contains only the land features, as the water features are

now masked out.

Q2 (10%) Insert the screenshot of your masked out image.
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8.6.4 Create a Normalized Difference Vegetation Index

From previous steps, we have removed the water features from the image. Now we are going to
perform a specialized type of unsupervised classification on just the land area. “This specialized
type of unsupervised classification is a vegetation index representing the amount of greenness
within the image and is known as a Normalized Difference Vegetation Index or NDVI.”

1. First, clear the 2D View#1 and select Raster = Unsupervised = NDVI under the
Classification category group. Use PostFireOL ISubset_land as the input file and name
the output file PostFireOL ISubset_ndvi.

NOTE: Remember, the PostFireOLISubset_land file contains only the land features, as the
water features were masked out in the previous steps.

2. Next, make the following selections in the Indices dialog window: select Senor as
Landsat 8 MS and Category asVegetation.

NOTE: The image that the PostFireOLISubset_land image was originally derived from the
Landsat 8 sensor. Because this option does not show up, it is necessary to ensure the correct
bands that relate to the Landsat 8 (Red (Band 4) = 636-673 nanometers and NIR (Band 5) = 851—
879 nanometers) are specified (Nelson and Khorram, 2018).

Useful link: https://www.usgs.gov/core-science-systems/nli/landsat/landsat-8

3. Index: NDVI—Normalized Difference Vegetation Index as the function should be: (NIR -
RED)/(NIR + RED).
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Band Selection: In the NIR column check Band 7, and in the Red column check Band 5.
4. Click the 1/0O Options tab and select Map as the coordinate type and check. You can leave

other settings as default.

Indices - u] x | Indices - o X b
1 Inpuat File: *.img) Output File: [*img) Input File: (*img) Dutput Fie: (*img)
postisecksubset_land img & postfieoksubset_ndviimg & | |[posttivecksubset tandimg = postivecksubsel_ndvimg = |
| Sensar e
|| Landsat 8MS Landsal 8 MS v
]
| Index Opicns 170 Options IndexOptions /0 Options
1
| Category  Viegelation
| ]
| Index | NDVI - Nomaized Dference Vegetation Index #*  []Showal
Coodinate Type: ~ Subset Definkion From inqube Bon
| Fomua  (NIR-RED] /NIR + RED)
® Map ULX |#4841000 2 |Rx |51003000 2
Band Selection Parameters ~
OFie ULY: |370161000 3 LRY: | 364149000 3
Band Wavelength Width NIR Red “ Paiam | Value Description
1 044 002 Data Type: Output Options:
2 048 006 N -
Unsigr [ Suetch it
3 05 006 [ Stetch to Unsigned 8 bil
4 065 003 v -
5 0865 003 v
3 161 008
7 22 018
1 v < >
Wavelength units: microns
1
1
View
1 Wiew .
Preview ...
1 Preview
Bach H
Batch A0l Helo

5. Select 2D View#2 and then go to File -

Rasterasimage Chain- Njavigate to your folder and open the newly created
PostFireOLISubset_ndvi.

Open -> Raster as Image Chain..

| 1abg:1 - ERDAS IMAGINE 2020

1 Tl B = - ~
J h; I WP - Preview
ﬁ Home Manage Data Raster Vector Terrain Toolbox Help Google Earth Pseudocolor Table
u ] - . B =
E:) . o layer 5 j‘\ 38 # Control Points
q B Nearestn - = 5 #l ~ @ Single Point
Image View Layer as N Stretch Adjust Live Color | Transjorm
Chain = Model Vzlues = Image Pixel Transparency | panel |Radiometry = Update =[ Table = | & Orfho~ ' Check Accuracy

Settings Save View Enhancement Color TrAnsform & Orthocorrect
Contents ax [Flaf@] » x postfirealisub Aldr x|
= =l 2D View #1 ~

B postfireolisubset_land.img
B recodeimg
B postfireolisubset.hdr
[ B postfireolisubset_ndviimg
[ B8 postfireolisubset_unsupclass.img
[ & postfireolisubsethdr
I Background
= 2D View #2
]
[ B8 ndvi_16bitimg
[ [ postfireolisubset_ndvi.img
[ [ postfireolisubset_ndvil.img
B colorimg

[ Layer 4
[ &8 postfiretirsubset.hdr
[0 @ postfireolisubset_tndviimg
O &8 prefirenbr.hdr

®

o

-

6. -
You will notice that the new Preview|Pseudocolor toolbar will open.
n

7. You can click the Image Chain icon - 'and then select Pseudocolor. Then use the options
available under Color Table to visualize the NDVI image.

NOTE: Based on your interest or purpose, you can select the options under Color Table.

1. Raster as Image Chain
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You can apply enhancements, apply color ranges, and extract features from raster images using
the Raster as Image Chain option. When you open a Raster image using the Raster as Image
Chain option, one of the following tabs becomes available depending on which image chain is
currently selected.

2. Pseudocolor tab contains tools for applying a color table onto grayscale, elevation, and
thematic images in addition to single layers of multispectral images after their stretches are
applied. It is generally intended for use with data that is ordinal in nature, such as digital
elevation models (DEMSs), brightness / reflectance / radiance imagery, thermography, and so
forth, so that you can apply a color ramp to help you visually interpret data that would otherwise
be displayed as grayscale.

This tab is available when you use the Pseudocolor image chain to view your image. This
happens by default when you open a thematic Raster that does not have a color table using
either File > Open > Raster as Image Chain or through connecting a thematic Raster output
that does not have a color table with the Preview operator in the Spatial Model Editor. This tab
also opens when you select the Thematic image chain from the Image Chain menu on another
Image Chain tab.

The Pseudocolor tab is grouped into these categories (see below for details):

o Settings

e Save

e View

e Enhancement
e Color

3. Color Table - Open the Color Table ks gallery as well as the Color Ramp Panel. Note that
any stretches are applied prior to applying the color ramp mapping. Consequently any input data
range can still be mapped through a color ramp which might only consist of 256 colors. This is
possible because the stretch, such as a 2 Standard Deviation stretch, maps the input data into the
range used by the color table. This also means that altering the stretch will alter the distribution of
colors that are applied and can be used to assist in interpreting the data visually. (source: ERDAS
Imagine).

Q3 (15%): As mentioned earlier, this PostFireOL ISubset image was captured after a
wildfire and we use that image to derive PostFireOLISubset_ndvi. Now, select an
appropriate option (color ramp) from Color Table to detect the wildfire patches using
PostFireOLISubset_ndvi. Insert a screenshot of your screen which has the orginal
PostFireOLISubset image and PostFireOLISubset_ndvi image. (similar to the above
figure).

Q5 (5%) Write a short description of how you delineate or estimate the impact (area) of

wildfire using ERADS Imagine options you learned so far.

8.6.5 Classify the image using Normalized Difference Vegetation Index
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Next, you are going to perform an unsupervised classification on the previously created
PostFireOLISubset_ndvi.

8. Now select Raster = Unsupervised-> Unsupervised Classification option available under
the Classification category group. Select PostFireOLISubset_ndvi as input image and
select PostFireOL ISubset_veg as the output file name.

9. Then specify the number of output classes and select 10 for classes for this exercise. Keep the
other settings as in the following figure (settings). Next, select Color Scheme Options and
choose Grayscale. Also, the output signature file is no need for this exercise. So you can
uncheck the box for that option and click OK.

T Uncoervieed Cassieonon .« =) B Egl 5 -

| GINE Hyperspectral Subpixel Knowledge Change
ictive = = Engineer ~ Toc

| ~ |lassification T
T @. =

Input Raster File: (*img)

| |p05ﬂireu|isubset v‘ = |

g G A B B X 2D View #2: |
Output Cluster Layer [ ] Output Signature Set

Filename: (*img)

postiireclisubset . | = ~

&l

Clustering Options:

bethod: (@ Initialize from Statistics () Use Signatun | S

(@ K Meanst of Classeslm =
() Isodata :
QOutput Color Scheme Options
[nitializing Options... Color Scheme Options... @ LiErseEle OApprDmmate Tz Zeler

1 1 = 1 =

-
-

Processing Options:

baxirmurn ferations: |10 Skip Factors: o
Convergence 1950-% |1 = :

[ Classifyzeros | | Add 11 heratic| ™ 1 =

Batch | AOQl.. | Cancel || Help | #

10. Next, the Process List window will appear once the processing is complete. Close the process
list window.

11. Now you can open the newly classified image by the following File = Open = Raster
Layer and select the PostFireOL I1Subset_veg image.
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12. Right-click on the PostFireOLISubset_veg in the content pane and open the attribute table.
You should see 10 classes and one unclassified labeled as 0.

13. You can change the colors of classes 1-10 and try to differentiate between different
vegetation classes. You should be able to separate a minimum of five classes: For example,
you can select classes such as forest (deciduous forest or evergreen forest), herbaceous
grass, burned areas, developed (non-vegetated), and barren land (mostly beech areas).

14. Think and decide whether if you need to combine more classes for better classification
output.

NOTE: Alternatively, you can try Raster > Table> Colors in Query group to assign color
ramp. You can select Start Color and End Color; ERDAS will create a color ramp for you.

B2 e Pre-~ 1ab8:1 - ERDAS IMAGINE 2020 g
Home  ManageData  Raster  Vector  Terain  Toolbox  Help  GoogleEarth | Thematic  Drawing  Format | Table

B — Ol M g Ol B[ He

Show Unselect  Select All | Invert Column Unselect Select  Invert Row Criteria Merge [Colors — Colul
Attributes ~ Columns | Columns Selection Rows | All Rows | Selection Propepties

View Drive Column Row

Edit Column Next

©) Edit Row Next

Contents. R X 2D view #1: postfirealisubset_land.img (Layer 4)Layer 3)¢Layer 2) [Flaf@] » x 20 view #2: postireclisubsEveg1.img (Layer_1)
@ [ & recodeimg ~
e postfireolisubset.hdr
w0 postfireolisubset_ndviimg
=[] & postfireolisubset_unsupclassimg
=[] @ postfireolisubsethdr
| Background
= #= 2D View #2
@@
[ B Unclassified
I Class 1
B Class 2
[ Class 3 Colors
A Class 4 Slice Method: |IHS Slice < St Color [~
g E:::Z Slice Type: | By Value - o
1 Class 7 Hue Varistion: |Meximal o] Number of levels; [11 o
[ Class 8

[¥] [0 Class 9 Apply Hel

postfireolisubset veg1.img : Layer_1 3 x

Row Histogram Color Red Gireen Blie Opacity Class_Names
OUnelassified

1 Class

1 Class
1 Class
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1 Class
1 Class
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15. In this exercise, you are not required to perform an image classification that you have done in
Lab 6 or Lab 7. But if you are interested, you can perform a detailed image classification as
we have done in Lab 7, by recoding the 10 classes into 5 classes.

16. To see just the output, you can assign similar colors to the classes that you want to combine,
as explained in the following images:

Save your work frequently!
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postfireolisubset_veg1.img : Layer_1
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2 298543 I 0 1] 1 1 Clazs 2
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4 A7 0 1 1 1 Urban
5 357204 I 1 0.75 1/ Clasz 5
E 2BE37E I 1 ] 1/Clasz B
7 3251 0.75 1 ] 1|Class 7
a 274132 1 1 1] 1 Clazz 8
3 267349 1 075 1] 1Clazz 9
10 145773 1 1] 1] 1 Claz= 10
.
Row Histogram = Color Red Green Blue Opacity
0 a95374 1 0 1 (Unclassified
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2 29054 I 0 1] 1 1/Urban
3 526841 NG 0 1] 1 1 Urban
4 474115 0.4538033 1 a 1/Decidous forest
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E 206576 I 0627451 0.321569 0176471 1/Baren Land
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g 26704 i 0 1 1|Urban
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Q6 (15%). Include screenshots of the attribute table with combined classes (as above figure)
and the classified image.

8.6.6 Create an Impervious Surface Map (Remove Vegetation)

Since we have completed the NDVI output, we can now continue our work to determine if the
developed areas (such as impervious land cover) can be better isolated by removing vegetation
features.

8.6.6.1 Create an Impervious Surface Map (Remove Vegetation)

1. This section, we are going to mask out all vegetative features while leaving only the developed
features remaining in the image.

2. First, go to Raster = Subset & Chip = Mask. Then Mask dialog box will open and select
the PostFireOLISubset image as the input file. Then select PostFireOLISubset_veg as the
input mask file.

3. Next, click on setup Recode and highlight all the vegetative classes (i.e., deciduous,
evergreen, and farmland...etc.).
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4. Now, enter “0” in the New Value box and then click Change Selected Rows. Similarly,
highlight all the developed classes/non-vegetation features (i.e., developed and barren) and enter
“1” in the New Value box and click on Change Selected Rows. Once you finished this step, you
will see the updated values in the Value column.

5.You can name the output file as PostFireOLISubset_devmask. Also, select Ignore Zero in
Output Stats and select OK to create the mask.

6. Next, you can see the new PostFireOLISubset_devmask by adding it to the 2D View#2. Try
to swiping between PostFireOLISubset_devmask and PostFireOLISubset veg.

= e - o wm ——  — P — - - o = — - —
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| 3 3 56410 1000 1000 0000 Banen 10
i 4 4 4741150 1000 0000 1.000Uiban 10
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J g 5 3572040 1000 0000 0000 herbaceous 10
Concal v— 5 A0 0847 0185 0165 famiend 10
2 7 B0 00N 06N 0878 Deddous 10
5 41920 025 0878 0615 Decdous 10
9 2678490 0438 1000 0631 Decidous 10
10 1457730 00N 0000 1000 evergreen 10
v
< >
MNewValue: |0 = Change Selected Rows
Cancel Helg

Q7 (10%). Include a Screenshot of PostFireOLISubset_devmask image with
PostFireOLISubset_veg underneath (use Swipe tool, so you can see both the images)

8.6.6.2 Classify the Impervious Surface Map

In this section, we are going to perform unsupervised classification just considering the
developed or non-vegetated categories. We will be using an unsupervised classification and the
mask created in the previous step.

6. First, we have to choose a false-color band combination for displaying the
PostFireOLISubset_devmask image you just created. This step will help you to separate
different intensities of development or types of impervious surfaces (i.e., 5, 4, 2).

7. Then go to Raster = Unsupervised = Unsupervised Classification under the

Classification category group. Select input file as PostFireOLISubset_devmask and
name the output file name as PostFireOLISubset_impervious.

196

B
il 5



Remote Sensing and Photogrammetry - Forestry Applications

8. Next, you can specify the number of output classes. For this exercise, choose
6 (for low, medium, and high-intensity urban cover) and uncheck the output signature file
box.

9. You need to adjust the Color Scheme Options = Approximate True Color to match
the band combinations (e.g., Red:5, Green: 4, Blue: 2) and click OK.

Change Detection Rada
Input Raster File: (“ima) ¥ 2D View #2: postfireolisubset_devmask.img (:L
nput Raster File: (*img s e T T :
~ =i 7 s Fanly

postiirealisubset | = v | = . " lh “’ g
Cutput Cluster Layer [ ] Cutput Signature Set

Filename: (*img)
postiirenlisubset | = ~ |

l‘ Clustering Options:

Method: (@) Initialize from Statistics () Use Signatun
@KMeans#DfCIaSSesIE =
(lsodata

Initializing Optians... Caolar Scheme Options...

Frocessing Options:
[ Output Color Scheme Options

baximurm lterations; |10 - skip Factors: P P

o " as0l= ” I: Y () Grayscale (@ Approximate True Color

onvergence . = : -

: e Fed: 1l Green: | Blue: e

[ ]Classify zeros Add 11 teratic| T |1 hd o 105 2 I

! Batch || A0l.. || Cancel || Help | % | Close | Help

10. A Process List window will appear. Within a short time, processing will complete and
you canclose the process list window.

11. You can open the newly classified image by selecting File 2 Open = Raster Layer and
select the PostFireOLISubset_impervious image.

12. Now you can zoom into the image to observe the different class of impervious cover. You
can change each classes color in the attribute table if needed.

Q8 (10%). Include a screenshot of your classified PostFireOLISubset_impervious image.

197



Remote Sensing and Photogrammetry - Forestry Applications

Ui 5

&
D

8.6.6.3 Recombine Classification Components

Under this section, we will recombine the three classification components in the viewer (i.e.,
water-only, NDVI-veg, and other-Impervious). This will provide a final output with a more
detailed classification.

1. You can just try to visualizing a combined dataset by selecting

PostFireOLISubset_unsupclass, PostFireOLISubset _veg, and
PostFireOLISubset_impervious in the 2D View#2 window.

2D View #2: postfireolisubset_imperviousimg (Layer_1)

Contents B X 2D View #1: postfireolisubsethdr (Red)(:Green)(:Blue) AlB] 7 x

® postfireolisubset_unsupclass.img
E postfireolisubsethdr
J Background

SECIIOD Vs,
& & postfireolisubset_impervious.img
@® & postfireolisubset_devmask.img
=[] @ postfireolisubset_veh.img
® & postfireolisubset_ndvi.img

J Background v

iever

postfireolisubset_impervious.img : Layer_1

8.6.7 Task automation in ERDAS: Model Maker

In many instances you are faced with creating of a succession of tasks that most likely will be
repeated. In this case Model Maker tool can be used in ERDAS. Model Maker is a spatial
modeler language that is presented as a graphical interface rather than as a code. Model Maker
allows you to develop customized algorithms (succession of tasks) by recoding each output layer
and then combining them. For example, suppose the analyst wants to create an image to strongly
accentuate impervious features possibly. In that case, the PostFireOLISubset_impervious
image (containing only impervious features masking out all other non-impervious features) could
be added to the recoded the PostFireOLISubset_veg file containing all 10-land cover class, plus
the unclassified class.

The resultant image would produce a combined image that has the impervious-only layer added
into the vegetation recoded original image, which also contains the impervious data, thus
theoretically increasing/improving the impervious signature (Nelson and Khorram, 2018).

The following steps will perform this operation with Model Maker:
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1. First, you need to start Model Maker by navigating to Model Maker - Toolbox
tab.

B B e
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Editor ™ Maker ™ Workstation ™ Analyst ™ - -
Common o

2. Next New Model dlalog box will open. Select the Place a Raster object in the
model object in the model space. Add this object three times, as shown in the
following figure.
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3. Now, you need to double-click on each Raster Object to specify the input layers
(PostFireOLISubset_impervious and PostFireOLISubset_veg), as well as name the
output image layer (such as PostFireOLISubset_combined_veg_imperv or combine).
4. A raster dialog box will open, and you can enter your respective image file each time,
as shown in the above figure.
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5. Then, you have to select the Place a function in swoDEe

LN - N HEY

the model option to connect the raster objects. You g’“‘"ﬂ% s E ’
can use the cursor to draw a function circle in the = = = _F
middle of the model space. o e S
6. Next, select the Connect inputs to function or l””’_“'\
g "/
function to outputs option to connect the two T
input image layers !
(PostFireOLISubset_impervious and 5 3
PostFireOLISubset _veg) to the function as shown 2\/*
in the image. e
Q9 (10%0). Insert a screenshot of your model (similar to |, v

the above figure) e —

Also, add a single arrow to connect the function to the output raster object
(PostFireOLISubset_combined_veg_imperv or combine)

7. Double-click the function circle in the model space. Then the Function Definition
dialog box will open. In the Function Definition dialog box, you can select Arithmetic
from the Function dropdown list and create the expression:

$n2_ PostFireOLISubset _veg + $nl_ PostFireOLISubset _impervious.

Function Definition — ] %
| il . Functions: | Analpsis v
$n1_postfireclisubset_impervious < / :
5 CLUMP [ <laper> . 4 | A
CLUMP [ <layer> . 8]
I 8 3 . CONVOLVE [ <rasters , <kemel> )

CORRELATION [ <covanance matri
CORRELATION [ <raster> )

4115 | B |+ ||CORRELATION [ <raster> . IGNORE «
COVARIAMCE [ <raster )

1 2 3 COVARIANCE [ <raster> , IGNORE <v

[ | |DELROWS [ <dsclable> | csievetable:

DIFRECT LOOKUP [ <argl> , <table> |
EIGENMATRIDY [ <matrix]> ) v

0 . ] P YTl
< »

. $nl_postfreclisubsel_impervious + $nd_postfirecksubset_wveh

Clear Cancel Help

La

8. Then click OK in the Function Definition dialog and click the red lightning bolt £ in

the New Model window to run the model.
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9. Once the Process List is completed, you can close this list and the New Model window.
Then open the new image layer in ERDAS Image. You may compare this image to the
original PostFireOLISubset_impervious image.

2D View #1: postfireolisubset.

NOTE: If you want to add the colors to the output, you can follow the following steps.
Select 2D View#2 and then go to File > Open = Raster as Image Chain..

[ || .
Rasterasimage Chain- Njavigate to your folder and open the newly created
PostFireOLISubset_ndvi.

Q10 (15%0) Include the output of your PostFireOLISubset_combined_veg_imperv image.
Extra Credits (20%): Working with NBR- Normalized Burn Ratio index

1. First, select Raster = Unsupervised = Indices under the Classification category
group. Use PostFireOLISubset_land as the input file and Choose the sensor as
Landsat 8MS.

2. Select the Index as NBR-Normalized Burn Ratio and name the output file as
PostFireOLISubset_nbr. You can keep the other settings as default (refer to the
following figure) and click OK. Now open the image using the following steps.
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| [ indices - B X

Input File: [*img] Ouiput Fie: [*img]

postiveclisubsel_land img = postfiecisubset_rbr ing =

| sensor
| Landsat 8 MS
| Index Options 170 Dptions
Categary: |1
! Index | NBR -Nomalzed Bum Flatio o [% Oshowar
Fomula  (RE30-A2215)/ [RB30 + R2215)
{ Band Selection Parameters

1 | Band Wavelength| Width R830 R2215 - Patam | Value Description
044 002

048 008

056 0.08

0655 003

0865 003 v

161 008

22 018 v

~lo o e w

Wavelengthunits:  microns

Batch ADI Cancel Help

3. Select 2D View#2 and then go to File = Open - Raster as Image Chain..

[ ]| -
55| Raster as Image Chain. :
asterasimage Hali-—  Navigate to your folder and open the newly created

PostFireOLISubset_nbr.
]

Image

4. You can click the Image Chian icon e~ 1 and then select Pseudocolor. Then use the
options available under Color Table to visualize the PostFireOLISubset_nbr image.

5. Compare PostFireOLISubset_nbr vs. PostFireOLISubset_ndvi, you created either
using two View windows or Swipe tool (You have to use the same color ramp for this
step).

EC1 (10%). Describe with few steps how you can use this approach to determine
(qualitatively) the damage that occurred due to the wildfire.
6. Now, navigate to the data folder and add the Prefirenbr to the 2D View#2 window by

using the following above step 3.
-

7. You can click the Image Chian icon <~ 1and then select Pseudocolor. Then use the
options available under Color Table to visualize the Prefirenbr image. When you select
a color table, select IMAGINE color ramp from Color Table for both the images.
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Jlad> G- 2 Lo+ Dreview lab8:1 - ERDAS IMAGINE 2020 o 8 R

Home  ManageData  Raster  Vector Temain  Toolbox  Help  GoogleEarth | Pseudocolor | Table Loginto Smart MApp & @

Bicem g S A 3% m & Contvol pins

B NearestN = = @ Single Point
Image View Input | Layeras Stretch  Adjust Live | Color | Transform 5
“hain= Model Va Image | [¥] Pixel Transparency | panel |Radiometry = Update = [Table =| & Ortho~ o Check Accuracy
Settings Save View Enhancement Nl -
Zontents B X prefirenbrhdr (Normalized Burn_Ratio) - 2D View #2: combined.img (Layer_ Enhancements 3 x
2l 2D View #1 ~ E e e o
om

3 postfireolisubset_nbrimg IMAGINE
# 2] @ postfireolisubset_nbrimg

@ E combinedimg
& [ @ combinedimg

- Layer_1

% [ @ postfireolisubset land.img
# [ @ recodeimg
s [J @ postfireolisubsethdr
& [ @ postfireolisubset_ndviimg
@ [ @ postfireolisubset unsupclass.img [CIShowlnput. [ Show Output []ShowLabele
@ [] @ postfireolisubsethdr

3 Background y } | Dapyswecinen  [Prssenece
[ W 2D View #2 - s Color Ramp Panel 3 ¥ i Type: LefRight Clip 2
% [ @ combinedimg
@ [ @ postfireolisubset veg1.img * . > L =
@ [ @ postfireolisubset unsupclassimg | & 2 Restore Gallery Z i RightPercent (330 {5} v
@ [ @l postfireolisubset_devmaskimg i

@ [ prefirenbrhdr

Add to Gallery . 3 LePercent  [25 5

[ 8 postfireolisubset_ndviimg
@ [] @ ndvi_16bitimg

[0 19 postfireolisubset ndviimg

19 postfireolisubset ndvit.img
& O @ colorimg

- Layer 4

© [ @ postfiretirsubsethdr
% [ @l postfireolisubset tndviimg

sostireolisubset veg1.img : Layer 1 B x

NOTE: Prefirenbr is Normalized Burn Ratio image from May 9, 2014,
PostFireOLISubset_nbr is Normalized Burn Ratio image you just created from
Landsat 8 OLI bands (seven total) from May 25, 2014.

EC2 (10%). Now you have Normalized Burn Ratio images from two dates to compare.
Think of a possible method that you can implement to estimate the spread of wildfire from
May 9 through May 25, 2014. (You can answer this with a few sentences)

Hint: Estimating the burned area by demarcating the burned patches.
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9 Introduction to Lidar

Lab developed by Dr. Strimbu from USFS documentation.

9.1 Obijectives

e Understanding and accessing the information stored in a las file
e Basic processing of point cloud
e Introduction to Fusion, the USFS lidar processing software

9.2 Files used in this Lab

The files needed to complete this Lab are supplied by the U.S. Forest Service, and are located on
Canvas under Week9 module.

Files Description

Ida 4800k data.las Point cloud

Orthophoto_4800kK.jpg Ortho-rectified image

Orthophoto 4800K.jpgw Ortho-rectified image georeferenced
4800k_DSM Digital surface model

4800k _ground surface Digital terrain model

three plots.shp (shx, dbf etc) Shapefile

LLab Content

9.3 Part I: Introduction to Fusion

9.3.1 Download and Install Fusion (this step may not be necessary if you are in the lab or
access Fusion through Citrix).
9.3.2 Download Fusion

Open a Browser
1. Connect to: http://forsys.sefs.uw.edu/fusion/fusionlatest.html to open “The Latest
Version” Fusion webpage.
2. Click the Install File hyperlink to open the File Download dialog for
Fusion_Install.exe.
3. Click the Save button to open the Save As dialog.
4. Navigate to a location of your choosing (one that you will remember) and/or create a
new folder and click Save. The file (Fusion_Install.exe) will download.
When the download is complete, Open (or Run) Fusion_Install.exe.
1. The first screen of the Fusion Setup dialog will display.
2. Keep the default installation Components and click Next
3. Keep the default Install Location and click Next
4. And, keep the defaults for the Start Menu Folder and click Install.
5. After the installation completes, click Close.

9.3.3 Add Fusion.exe to the Environmental Variables
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1. Open the Start Menu and Right-Click on My Computer or This PC, depending on the
Windows version.

2. Select Properties from the drop-down menu and then click Advanced system settings in
the left sidebar.

3. In the System Properties dialog box select the Advanced tab.

4. Under the Advanced tab click the Environment Variables button at the bottom.

5. In the Environmental Variables dialog box, under “User variables for (your username)”
(see following graphic), if there is a path variable click Edit. If not, click New and call the
Variable name: path.

User variables for bogda

Variable Value
OneDrive Ch\Users\bogda\OneDrive - Oregon State University
OnelriveCommercial ChUsers\bogda OneDrive - Oregon State University
OnelriveConsurmer Ch\Users\bogda\OneDrive
Path ChUsers\bogda\AppDataiLocal\Microsoft\WindowsApps;
| TEMP ChUsers\bogda\AppData\Local\Temp
| TMP ChUsers\bogda\AppData\Local\Temp

MNew... Edit... Delete

6. For Variable value, enter the directory for Fusion.exe, (ideally c:\FUSION) and click
OK.

7. Click OK in the remaining dialog boxes to close them and retain the edit. Now let’s
quickly test the new environment variable.

8. Open a Command Prompt by clicking Start > Programs > Accessories > Command
Prompt and type catalog and press Enter. If you are using Windows 10, you can type
“Command Prompt” in the search bar, then press Enter. You should now see a description
of the Fusion command line executable “catalog.exe”.

9. If the command prompt did not recognize catalog as a command, the edits you made to
the path environmental variable were not successful. If this is the case, you can repeat the
above steps and try again, ask the course instructor or TA. You may need administrative
privileges to edit the user Environmental Variables.

9.3.4 Download LAStools

1. Connect to the LAStools site: https://rapidlasso.com.

2. On the main menu, click LAStools > download.

3. Unzip the downloaded file and navigate to LAStools > LASzip > dll.

4. Copy the LASzip.dll file.

5. Navigate to the folder where you installed Fusion and paste the LASzip.dll file in there

9.4 Getting started with Fusion and Loading the Example Lidar Data

A. Click the shortcut to start Fusion
1. Click the Raw Data button on Fusion toolbar to display the Open dialog box.
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2. Navigate to your data folder (for example, C:\lidar\SampleData\) and Select the sample
dataset (Ida_4800k_data.las) and click Open. This will open the Data Files dialog.
* The Data Files dialog allows you to change the display Symbology of the lidar data in the
Fusion window—but, | recommend that you accept the defaults for now.
3. Click OK (read the note below before making any changes).
4. Save your Fusion project by clicking the Save icon or File > Save As.
5. Name the project exerl.dvz and Save it somewhere easy to find.
B. Examine las header
Besides xyz coordinates of each return, a las file store information about the way how the
point cloud was created, as well as some summary statistics, such as the number of points or min
and maximum elevation. To see the las header, you should click Tools->Miscellaneous utilities-
>Examine las file header:

F Untitled - Fusion — O 5
File Edit View Tools Help

O=E Terrain model * [

r - Data conversion »

™ Rawdata.. Miscellaneous utilities » Examine LAS file headers...

|— EOI... Generate OTM sample points Create an image using LIDAR point data...
[ Hotzpoats... Cut lines from an ASCI data file...

[ Trees...

[ Bare earth...

In the window that appears after you select Examine LAS headers, navigate to
Ida_4800k_data.las. After you click Open you will see the information stored in the header.

LAS summary information

GUID 1: 0

GUID 2: 0

GUID 3 0

GUID 1:

W erzion: 1.0
Syztem 1D:
Software: "OT Modeler 8.1.1200"
Flight date: Julian day: B5 Year 2017
Header size: 227
Offzet to data: 999

" ariable length records: 3

Data record format; 1]

D ata record length: 20
Murnber af paintz: 4326890
Return 1 points: 795229
Return 2 points: 76225
Feturn 3 points: 143810
Return 4 points: 11626
Return & points: 0

# zcale factar: (.07 0000
" ecale factor: 0.071 0000
& scale factor: 0.007000

9.5 Load a Reference Image
Click the Image button
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1. Select the sample orthophoto (orthophoto_4800Kk.jpg) from your sample data folder and
click Open. The image will automatically display in the Fusion viewer. Fusion requires a
reference image before you can view your lidar data in Lidar Data Viewer (LDV). If you don’t
have a reference image available, you can create an intensity image from the raw lidar data to use
as your reference image. This capability can be accessed through the FUSION interface: Tools >
Miscellaneous Utilities > Create an image using LIDAR point data.

I. If you want to zoom-in to any part of the image, Right Click on the location you
want to zoom to. Zoom-out by holding down shift and right-clicking the image.
ii. You’re now ready to view the lidar data in the Lidar Data Viewer (LDV)

9.6 View a Sample in LDV

To create a sample and view the corresponding Lidar data in 3D:

1. Position the cursor over an area of interest in the orthophoto, left click and drag a small box
(called a stroked box) over the area and release the left mouse button—this is your sample
(see the following figure).

Note: a small sample works better (faster) than a large sample. If the area you selected is not a
square, it means that the shape of selection is set to a fixed box, fixed circle, stroked circle, or
corridor. To change it to a stroked box (basically a rectangle with side not preset) click on

Sample Options, then change the shape of sampled points to Stroked box.

2. The sample box will be highlighted in the Fusion viewer and LDV; Fusion’s 3D viewer will
automatically appear and load the Lidar data within your sample boundary, similar to the
following figure. The default coloring scheme is color the points based on height, in actuality
elevation, but if you want to change it, you can select Sample options, then choose a different
option, such as color by classification or intensity.
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3. Use the Basic LDV Navigation Tips
(see below) until you are comfortable
with your ability to control the data
cloud. The LDV contains two image
areas: the point cloud, the largest image
displayed in the LDV, and the summary
statistics associated with the point
cloud, which is the colored bar on the
left. Depending on the selected attribute,
the bar could show the height or
intensity. In the image above, the height
is displayed. The largest value is the

A
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largest elevation, which depends on whether or not the ground is subtracted from the
elevation of each point. The process of subtracting the ground from each point is called
normalization of the point cloud, and the product is a normalized point cloud. A normalized
point cloud has the ground at 0, and if you look at it from the side it will have a flat bottom.
a. Tips with Basic LDV (Note: LMB = Left Mouse Button, RMB = Right Mouse
Button):

LMB + move mouse: “Grab” and rotate the displayed data (rotation can be
up/down and left/right)

It may be easiest to imagine that the data is contained in a glass ball. To rotate
the data, use the mouse to roll the ball and thus manipulate the data.

LMB + ctrl + move mouse down: Zoom in

LMB + ctrl + move mouse up: Zoom out

RMB: Activate the pop-up options menu for LDV

For a complete list of LDV keystrokes, Click the About LDV and Keystroke
guide button in the bottom left corner of the LDV (highlighted in red in the
graphic to the right).

9.7 Add a Bare Earth Model
Close the LDV and return to FUSION (it will still be running & your last sample will be

displayed).

1. Click the Bare earth button (located on the Fusion toolbar).

2. Select the terrain model (4800K_ground_surface.dtm) from the folder and click Open.
3. Within the Surface model options window, you can accept the defaults or define contour
intervals and line colors. Once you have chosen intervals and colors or accepted the defaults,

click OK.

I. The terrain model will be displayed in the viewer as a contour map over the orthophoto.
4. Click the Repeat last sample button (located on the Fusion toolbar). This will display the
same lidar data cloud as before.
5. Right-Click within the LDV viewer to access the “Right Click Menu”.
6. Click on Surfaces (or use the Alt-U keyboard option). The bare earth surface will
automatically display with your lidar data cloud (see the following figure).
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LIDAR Data Viewer -Joksd

T

7. Access the right-click menu again and Click on Data to toggle the data off (or type Alt-D).
This will allow you to inspect the bare earth surface without the data cloud (see the following
figure). To turn the data back on using the right-click menu and click on Data again or type
Alt D again.

| UDAR Data Viewer Jog3|

Ge Yew Joos beb

9.8 Explore Fusion’s Sampling Options

A. Change sample options

1. In the FUSION window, Click the Sample options button to open the Sample Options
dialog.

2. Under the Sample shape section, select Stroked circle (the default is Stroked box) and
click OK.

3. Select a small stroked-circle sample in the Fusion window and view the results in the
LDV.

4. Close the LDV.
B. Return to the Sample options

1. Change the sample shape back to a Stroked box.

2. In the Decimation section, increase the value to 200 and click OK.

3. In the Fusion window, select a large stroked-box sample (make the stroked box cover
about half the size of the reference image).
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I. It may take a few minutes to extract the sample, but the results display very fast
in LDV. Notice that the ground is not flat within the sample area as you view the data in
the LDV; you’ll make it flat in the next sample.

4. Return to the Sample options and select (check) the Subtract ground elevations from
each return in the Options section and click OK.

5. FUSION Tip - you can only use the Subtract ground elevations option if you’ve loaded
a Bare Earth Surface (which you’ve done).

6. Click the Repeat Last Sample button. This will repeat the last sample area, but now the
data will appear in LDV as flat terrain—this is very useful for comparing heights above ground
level.

7. Return to the Sample options and change the Decimation value back to 1 and deselect
the option to Subtract ground elevations.

8. Select the Bare Earth Filter option to Exclude points close to surface and increase the
tolerance to 2.

9. Click OK to close the sample options dialog.

10. Select a small stroked box sample in the Fusion window

Note that the points close to the ground have been excluded from displaying in LDV.

11. Return to the Sample options and select the Include all points option under Bare Earth
Filter, and select the color using image option under the color menu.

12. Click the Repeat last sample button. You should notice that each lidar return is now
painted the color of the corresponding reference image. Keep the LDV open.

13. FUSION Tip - Some of the sampling and display options can be very computer-
intensive and are appropriate only with a fast computer and a small sample area. You will have to
be the judge of what your computer is capable of handling. A class 3 computer is recommended
for general lidar data exploration and analysis.

9.9 Explore Fusions Display Options

A. Explore a few of the display options within LDV

1. Access the right-click menu and toggle (either on or off) the Draw all points when
moving option. Click-and-drag to move the data sample. If you’ve toggled the Draw all points
option on, the responsiveness of your display may be sluggish (but it looks good), and if you
toggle the option off, the LDV display will be very responsive (but it won’t look as good).

2. Set the Draw all points option to suit your computer and your preferences.

3. Access the right-click menu again and click the Marker option.

4. Experiment with the Marker Type and Marker Size options—however, be aware that
some of the marker types only work well with fast computers. If in doubt, keep the marker type
set to Points.

5. Back in the Fusion window, Click the Sample Options button.

6. Enable the Color by Intensity option.

7. Click OK and then Click Repeat Last Sample.

i. The LDV viewer will display returns according to their intensity value (or the near-
infrared spectral value). The intensity information can be helpful to interpret ground features.
However, because the intensity information of the ground features are clustered on only a small
portion of the displayed intensity range, the default display parameters make the data difficult to
interpret. Let’s adjust the intensity display parameters to improve interpretation.
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B. Click the Histogram checkbox on the left side of the LDV viewer (see following graphic).

1. The histogram will display (black) along with the color legend

2. You should see that most of the intensity values are clustered in the lower half of the
available intensity range. Let’s truncate the available range to the approximate range of the
intensity values (so that we can interpret the LIDAR data better).

3. Write down the approximate low and high-intensity values that capture most of the
histogram.

4. Click the Sample Options button in the Fusion window.

5. Enable Truncate Attribute Range (in the Color section).

6. Enter your approximate minimum and maximum histogram values.

7. Click OK and then Click Repeat Last Sample.

Ii. Now, you’ve effectively stretched your intensity data to cover the full-color legend for
improved interpretation (see following graphic). High intensity values (or high near-infrared
values) for natural communities most likely represent photosynthetically active vegetation, and in
some cases, may represent dry bare soil. Lower intensity values likely represent: 1) wet, bare soil
2) water or 3) less photosynthetically active vegetation.

an

1550

Default histogram with
maximum of 66.40,
minimum of 0.5, and
resulting LIDAR data
display in the LDV
viewer.

85

C. Continue to interact with the data in LDV and experiment with the following items on
the right-click menu.

1. Wiggle-vision (Alt-W)

2. Overhead View (Alt-O)

3. Reset Orientation (Alt-R)

4. Reset Zoom (Alt-2)

5. Image Plate (Alt-P)

6. Turn the truncate function off and choose the color by the option that seems most

appropriate for general visualization (color by height is recommended).

7. Save the project: File > Save.

211



Remote Sensing and Photogrammetry - Forestry Applications

9.10 Extracting Plot Subsets

This exercise builds upon the previous exercise and uses the same sample data. You should have
FUSION up and running with the Orthophoto_4800Kk.jpg image file displayed and the
Ida_4800K_data.las raw data file loaded (but not displayed). We have coordinates of the center
points of three plots that have been converted to a shapefile (three_plots.shp).

9.10.1 Subsetting One to a Few Plots

A. Loading a shapefile as a POI (Point of Interest) in Fusion

1. Click the POI button.

2. Navigate to the location of the three_plots.shp shapefile.

3. Select the file and click Open.

4. Change the attributes (color and size) of the POI if desired (see following graphic) and
click OK. The three plot locations will display over the orthophoto.

** If you’ve already loaded the bare earth surface for this project area, skip to step 9.

Creencepomis —lojx]
Line Color | Fill Color bol bol Size | File Format
Data layer properties
Line colot Symbol Dot v
Fill color | Symbol size [25
[™ Show featue labels
Addsie_ | Delete Delete all | Match properses o selected e | Propertes |
N

5. Click the Bare earth... button.

6. Navigate to and select 4800K_ground_surface.dtm.

7. Click Open.

8. Accept all of the surface model default options and click OK. Topo lines representing the
ground surface elevations will display over the orthophoto image.

9. Now, we only want to select the lidar data within our plots rather than the entire lidar
dataset.
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B. Click the Sample options button (see following graphic) and select the following options

| Sample options g

Sampie shape Ophions Bare earth fiter
(" Fuced box r

% Fued crcle I~ Snap sample powts to nesrest POI port

(" Suoked box I™ Show POI layers n sample mage

(" Sucked cecle [ Show tree lapess n sample mage

" Conidor r

Size (whidia} I™ Inchude bee models in data sample Canopy surdsce e
= ¢

Decimation
Inchade every [1 data points

|

Retuns
F1F2F3FsPsFe M7 A Noel

Color Color classificabons

" No cokx ooty =

~ ik ‘_I I Use col classificatons
Co o St |

* Color by height From [>) To{¢s)
Color by retum number !

" Cokot by intensty

(" Color by nadi vakue ™ Tincate stibute tange
Color by absinads vakue)

" Color by pulse number

™ Color using image Massenun |

™ Color using laper attribute

" Color using LAS classification

" Color using LAS RGB values AGB (& HSV

B
_Losdoptors. | _Save ophons.. |

1. Sample shape: Fixed circle.

2. Size: 120 (diameter in feet) Note: in future projects, make sure the units of the data and
the plot are the same. If the data are in UTM meters, convert the plot diameter to meters as well.

3. Options: activate (put a checkmark in the box) Snap sample points to nearest POI point.

4. Options: activate Subtract ground elevation from each return.

5. Click OK at the bottom left to accept the sample settings.

6. Next, within the Fusion display window, click on one of the plot locations (note which
one you select). The POI changes color and an LDV window pop up showing the lidar points
within the 120-meter diameter circle around the plot center.

I. These lidar data points are simultaneously written to three temporary files named

tempdat with three different extensions (.1da, .Igd, .xyz) in the user’s temporary folder
(e.g., C:\documents and settings\user name\local settings\temp) as in the following figure.

& C:\Documents and Settings\brentmitchell\Local Settings\Temp

T
|

|
Jily

Murienum |

|
|||
« MHAmmAL

Eile Edit View Favorites Tools Help
G Back ~ () i - Search Folders '
ress || C:\Documents and Settings\brentmitchell\Local Settings\Temp v Go
‘ - — *'\:j‘ A Name Size Type Date Modified (e
!I File and Folder Tasks 2 8 Stempdatida 144 KB LDA File 4/29/2010 4:12 PM
8 = tempdat.lgd 1KB LGD File 4/29/2010 4:12 PM
Make a new folde =
| it sxen s 3 tempdat.xyz 128KB XYZ File 4/29/2010 4:12PM ¥
& Share this folder R i@ R

ii. Potentially, you could locate and rename the 3 temporary files with a corresponding
plot identifier: ex Plotl.* and move them into a working directory. You would then have a
subset (for each plot) of lidar data. It is good to be aware that FUSION writes these temp
files and deletes them when FUSION closes (if you want the temp files, make sure you move
and rename them!) In the next lab, we will work through a process that will allow you to
automate the subsetting of many plots and subsequently calculate statistics for each plot.
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9.11 Measurements of individual trees

In many situations, you are asked to measure the height of individual trees. Fusion can execute
this task easily, as it has a dedicated feature for manual measurements of tree height. To start this
process first, you have to subset the data such that the focus will be only on a small number of
points.

In the main Fusion window, click the Sample options button and select the following options:

1. Sample shape: Fixed circle.

2. Sample Size: 120 (diameter) Note: make sure the units of the data and the plot are the same, if
the data are in UTM meters, convert the plot diameter to meters as well.

3. Options: Subtract ground elevation from each return.

4. Options: Snap sample points to nearest POI point.

5. Options: Show POI layers in sample image.

6. Bare earth filter: Exclude points close to the surface.

7. Bare earth filter: Tolerance 1 (the tolerance is the distance from the surface in the same units
used for LIDAR data elevations).

8. Click OK at the bottom left.

Sample options *
Sample shape Options Bare earth filter
" Fized box ¥ Subtract ground elevation fram each retumn " Include all points
* Fixed circle ¥ Snap zample points to nearest PO point * Exclude points cloze to suface
" Stroked box v Show POl layers in sample image " Include points close to suface
" Stoked circle [~ Show tree layers in sample image Tolerance ’“7
" Carridor r
Size [w.h.dia]: I™ Include tree madels in data sample Canopy surface filker
120 te
-
Decirnation {5
Include every "I— data points ’057

9. Toggle the checkmark for Plot mode on.

10. Toggle the checkmark for Display sample on.

11. Then click on the location of the plot from which tree information will be extracted (the
lower-right most of the three plots is the easiest of the plots to use). The subset of data will pop
up in the LDV window (see following graphic).
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Note: if the axis and plot cylinder do not show, right-click in the LDV window to display the
LDV right-click menu. Click on Colors menu item and set the axis color to a different color than
the background color, let say white. If the axis shows but the plot cylinder does not, then ensure
that the Plot mode button is checked in the Fusion window.

You should notice that the height of the points is between a small negative value and less than
200 (the colored bar on the left), which indicates that the values represent the actual height of the
points above ground rather than elevation. The presence of negative values for height is due to
the ground interpolation algorithm, which creates a surface best adjusted to the data. Therefore,
some points could be above, some below, and some on the surface. Also, most of the ground
points are excluded from the data set. If you wish to include them in the sample display, return to
the Sample options and select the Include all points under the Bare earth filter options, and then
click the Repeat last sample button. However, when you are doing individual tree measurements,
it is advisable not to display the ground points because the focus is on the top part of the crown.

To measure individual trees, Fusion has a special tool called Trea Measurement. To turn on the
Trea Measurement window, you should either press F9. The Tree Measurement tool allows us to
isolate a single tree within the plot and make measurements for that tree and more. The
Measurement marker will display automatically—however, you can right-click anywhere in the
LDV window to bring up the right-click menu and click on the Measurement marker to toggle the
Measurement marker on. A cylinder will show in the LDV window.

UV - ¥1.ba-- USDA Forest Service -- Pacitic Northwest Researc| ation

L
Elevation at tesbassf0 Set|
QAERY) Totelheight] ﬂ
Heightto crown bass E
Ciown dismeter: M| Set
Mae|
Connrotation]
7882
Comment I” Use slope distances
Tree data file
My t il Brovise.

823

E

_— 237

@ Height " Attribute u

—— =

Note: The yellow histogram represents the lidar points within the measurement cylinder; the
black histogram represents all of the lidar points within the data subset (in this case, the circular
plot). The yellow histogram can be proportionally scaled relative to the entire plot histogram by
sliding the control below the histogram.

12. Center the cylinder over a tree within the plot:

i. This cylinder can be moved by using the combination of ctrl + right mouse + movements. Tip:
once you have the cylinder centered over a tree, it’s a good idea to click the Lock measurement
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area center checkbox on (remember to unlock it when you want to move the cylinder to another
tree).

Ii. The diameter can be changed by shift-ctrl-right mouse.

iii. The shape or aspect ratio can be changed from circle to ellipse by using ctrl and up or down
arrows.

iv. The orientation of the ellipse is modified with ctrl + left and right arrows.

Note: Using these key and mouse combinations is not immediately intuitive (to put it
mildly). However, it is important to fit the 3D measurement cylinder as closely as possible to the
3D shape of the tree.

v. As you change the position, shape, and size of the cylinder, note how the histogram changes in
the Tree Measurement window.

vii. After the cylinder is centered over a tree, measurements can be made from the data using the
red lever manipulated by the mouse wheel. Some keystrokes to snap the marker to the top or
bottom are available too. The list of keystrokes can be accessed by clicking on the lower-left
button of the LDV window.

To use the Tree Measurement tool to record some tree measurements, you should follow a series
of steps:

1. In the Tree Measurement tool: Add an entry for a Tree identifier (the default of 1 is sufficient
since this is the first tree of this plot).

2. Location: set the location of the cylinder center by clicking the adjacent Set button.

3. Elevation at tree base: press “1” (lower-case L) to drop the marker to the lowest point in the
cylinder (don’t press upper-case L or you’ll move the cylinder) and then scroll the Measurement
marker up/down to the tree base (check that this is set to zero or a number slightly above zero
else tree models that you will soon create won’t display) and click the adjacent Set button.

4. Total height: press “h” to raise the marker to the highest point in the cylinder (don’t press “H”
or you’ll move the cylinder) and scroll the Measurement marker to the top of the tree and click
the adjacent Set button.

5. Height to crown base: scroll the Measurement marker down to the crown base and click the
adjacent Set button.

6. Tip: try moving the measurement plate to the base of a crown (up/down), then make sure the
cylinder is larger than the crown and press the “F” key. This fits the cylinder to the crown points.
7. Crown diameter: min, max, and crown rotation: These three values are extracted from the
cylinder diameter measurements when you click the adjacent Set button (Note: if min and max
are the same value, you’ve used a simple circular tree crown model (not an ellipse). If the crown
rotation angle is zero, you’ve not rotated the ellipse.).

8. Comment: add an optional comment if you notice something that is special about tree, such as
broken top, or curvature of the stem.

9. Create a new .csv file or select an existing .csv file to save the measurements by clicking on
the Browse button.

10. Click Save tree parameters. Note: After the parameters are saved, the points belonging to the
just measured tree disappear from the screen (they can be brought back by hitting the show all
data points but they cannot be turned off again. Therefore, while you are in the measurement
mode, you should refrain from bringing back the points of measured trees, as it will hinder the
measurements). The tree identifier increments automatically.

11. Uncheck the Lock measurement area center checkbox.
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12. Move the cylinder to the next tree and check the Lock measurement area center checkbox. 13.
Adjust the size, shape, and orientation of the cylinder to fit this next crown

14. Set all of your measurements in the Tree Measurement dialog for this tree.

15. Click Save tree parameters. The measurements and comments (if any) will be appended to the
previous .csv file.

16. Repeat these last five steps (beginning with uncheck the Lock measurement area center...) for
each tree in the plot.

17. Once done, open your recently created .csv file. For a plot with only three trees, the content of
the .csv file should be similar to the following:

E3 Microsoft Excel - fiaplot1.csv

T=1E]

) Fle Edt View Insert Format Tools [DRata Window Help v -8 3
DESeEHY Ry s R-<F| v~ @ = -2l % & 100% ~ (3. & Snagit L' | Window -
Arial 10 v B 7 U E=ESE 88 %, BB EIE _-D-A .
Al -~ A Tree ID
A | B | c | o | E | F | G | H [ 1 | J | | L [ M T
Tree ID X e Elevation Total heigt Height to ¢ Max crowr Min crown Crown rote Comment EllipseA EllipseB
2 1 976076.6 567703.7 0 151.1117 100.1117 32.1319 26.7766 40 16.066 13.3883
3 2 976037 567702.4 0 150.1117 951117 29.1865 267766 39 14.5933 13.3883
4 3 976078.5 5676604 0 143.9949 92,9949 236449 236449 344 11.8224  11.8224
5
Questions

Submit a Word document that answers the following questions (each worth 10%):

Q1. How many points are stored in the Ida_4800k_data.las file?

Q2. How many return points are in the lda_4800k_data.las file?

Q3. What is the coordinate system on which the points were stored in the Ida_4800k_data.las
file? You should know that the image and the points cloud have the same coordinate system,
and you could use ArcGIS to find the information needed.

Q4. What is the maximum tree height on each plot?

Q5. What is the maximum and minimum elevation on each plot?

Q6. What is the maximum intensity value for the entire las file? There is a chance that
rendering process will take some time, have patience. It is important to have the data stored
locally.

Q7. Include a snapshot with the points from LDV before and after the ground elevation was
subtracted from each return.

Q8. How many trees are in each plot?

Q9. What is the height of the second largest tree in each plot?

Q10. Why there are points with negative values after normalization of the point cloud.
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10 Introduction to Lidar: Command line

Lab developed by Dr. Strimbu from USFS documentation.

10.1 Objectives

Working with shapefile in Fusion

Extract points from las file using a shapefile
Normalize a point cloud

Estimate tree metrics

10.2 Files used in this Lab

The files needed to complete this Lab are supplied by the U.S. Forest Service, and are on Canvas.
Copy the files localy; such an address could be T:\Teach\Temp\JaneDoe\FE444\Lab10, where
Jane Doe should be replaced with your name. This path would be used for all the subsequent
examples, but you should customize to your settings.

Files (dat and hdr format) | Description

Ida 4800k data.las Point cloud

Orthophoto_4800k.jpg Ortho-rectified image

Orthophoto 4800K.jpgw Ortho-rectified image georeferenced
4800k_DSM Digital surface model

4800k _ground surface Digital terrain model

three plots.shp Shapefile for plots

10.3 Lab Procedure

By now, you should be familiar with the basic features of Fusion. As with all new programs, it is
helpful to play around and get a feel for the program. Today we will be diving further into the
weeds of command-line interfacing with Fusion.

10.3.1 Files in Windows

If you are not familiar with Windows environment you should know that there are two types of
files: some that perform a task, which are called executable, and files that store information. The
information can be defined by the used or can be accessed by the executable files, as they store
critical pieces of data needed for correct running of the task. The executable files are identified
with the extension exe while the batch files with the extension bat. By default a file is executed if
it is enter at the prompt, as we will see later, or by double clicking it, in Windows explorer. In
fact any time when you start a program an executable file is triggered. If only the name of the
executable file is entered at the command line, then the file have to be located in the current
directory listed by the prompt. If the executable file is located in a different folder then either the
path to that location is typed or the location of the prompt is changed to the respective folder.

218



Remote Sensing and Photogrammetry - Forestry Applications

10.4 DOS

DOS, which stands for Disk Operating System, (or Command Prompt in Windows) is a
command driven computing language. It can be found by opening the START menu and

typing in “cmd.exe”; you should see a black window that looks something like this:
BN Command Prompt |£|E|—Ji:h’

Microsoft Windows [Version 6.1.76811
Copyright <{c> 2809 Microsoft Corporation. All rights reserved.

m/|

N>

The directory you start in may change from computer to computef; the example above has
us in the “N:\” directory. Type in ‘help’ to see a list of available commands, or “help
<command>" for more information on that command:

B Command Prompt - help <d |i|ﬂ|i:—hj

Microsoft Windows [Uersion 6.1.76811]
Copyright <{c?> 2887 Microsoft Corporation. All rights reserved.

M:~>help cd
Dizplays the name of or changes the current directory.

CHDIR [~D]1 L[drive:1lpathl
CHDIR [..1

CD [~D] [drive:lLlpathl

CD [..1]

Specifies that you want to change to the parent directory.

Type CD drive: to display the current directory in the specified drive.
Type CD without parameters to display the current drive and directory.

Use the /D switch to change current drive in addition to changing current
directory for a drive.

If Command Extenzions are enabled CHDIR changes as follows:

The current directory string is converted to use the same case as
the on disk names. So CD C:A\TEMP would actually set the current
directory to C:“\Temp if that is the case on disk.

To navigate the computer folder structure using DOS you have to use a particular syntax. First, it
is recommended to change to the appropriate drive, if by default DOS is not pointing the drive
that you want. In the example from above, DOS points to the N drive, whereas all Fusion tools
are on C drive. To change from N to C you simply type c: or cd c:\. Once on the appropriate
drive you should go to the Fusion folder by typing either cd c:\Fusion. The cd DOS command
stands for Change Directory.

Subsetting the LIDAR points for a substantial amount of plots can best be done from the
DOS command line using FUSION’s command-line executable clipdata.exe, which can be run
on one plot at a time or on multiple plots by using a batch process. One method for doing this is
by using MS Excel to create large batch files. The advantage of creating such a file in a
spreadsheet is the capability to generate a series of incremented field entries and to be able to
concatenate several fields into a single text string (this technique can save you a lot of time if you
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are trying to analyze hundreds of plots!). Please refer to Appendix 1 (at the end of this lab) if you
are interested in learning more about creating batch files in a spreadsheet environment.

Before you go on to run the clip data command, it’s critical that you have a sound
understanding of why and how to use the DOS command prompt and batch files to run Fusion
utilities. If you aren’t proficient with the basic skills needed to work in the DOS environment,
you won’t be able to efficiently handle Fusion projects. The following are some important facts
and tips for using the FUSION commands:

e The FUSION command line utilities and processing programs are collectively referred to
as the FUSION LIDAR Toolkit or FUSION-LTK.

e First of all, you must know which Fusion utilities will give you the most useful
information for your project. To study Fusion utilities, click the Fusion Manual shortcut.
Page 16 provides an introduction to using command line utilities and pages 17-20 give an
overview of all Fusion utilities and processing programs. The more you understand the
capabilities of the FUSION commands, the more efficient you will be at extracting
useful information from lidar data. You will need to understand each command line
utility enough to customize it for your data by manipulating the parameters and switches.
The defaults will usually produce poor results!

e The FUSION-LTK programs are designed to run from a command prompt or using batch
files. There is no friendly GUI available!

¢ Remember to follow these three guidelines as you work in DOS:

o Good file organization— make sure your folders are organized and named in a
simple and intuitive manner.

o Correct Syntax— take your time and check before you run. Incorrect syntax can
overwrite and delete your input file!!!

o Directory navigation- call the correct directory. A good file structure and proper
syntax will make this much easier.

e Most of FUSION’s command line *.exe files can be batched to facilitate/automate
repetitive data processing steps from the DOS prompt. A batch file (see graphic below) is
simply a text file containing a separate line for each DOS command or each time the
command should be executed. These files can be created with a text editor or any other
program that can save the output as a text file (i.e. Notepad or Excel). They are easy to
edit and improve efficiency for large projects.

e The extension of the batch file has to be .bat to let DOS know it has to process every line
consecutively. Running the batch file is easy--simply navigate to the directory containing
the batch file in the command prompt and type the name of the batch file.

Recommendations on working with Fusion LTK

As | said, to run a task in Fusion you have to enter the name of the file executing the task at the
command prompt or double clicking in Windows explorer, if no parameters are needed.
However, Fusion LTK requires parameters which suggest that only the command prompt should
be used. Typing on DOS is not easy, pleasant, and is prone to errors. Furthermore, once you
submit the command, if wrong, you have to type it again, which in many cases is really
frustrating. A work around this issue is either usage of text files or the creation of a batch file. In
many instances you could run only one LTK command in batch mode, just because is easy to
debug, if needed. Remember that a batch file, also called bat file, is an ASCII file that contains
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the succession of operations to be executed and is submitted to the CPU with the extension bat.
We will see later how to use the bat files.

3.2 Explore the Clipdata command

1. Let’s start by initially exploring the Clipdata command.

2. For the complete syntax, click the DOS prompt shortcut and type in Clipdata. However, if you
are in a folder that does not contain the clipdata exe file then the command will not work.
Therefore, either navigate to the folder where the clipdata command is located, usually in
C:\Fusion or type the entire path: c:\fusion\clipdata.

3. Refer to the Clipdata section of the Fusion manual for more info.

DOS tip: You can use the up and down arrows to recall previous commands executed in the same
command prompt window. This is very useful when you mess up the syntax and only need to
change a character or two. You can edit the commands by moving the cursor with left and right
arrows and using the insert key to control insert/overstrike

3.3 Example syntax

If you are in the Fusion folder then you can clip the lidar data by submitting the following
command:
clipdata /shape:1 c:\lidar\sampledata\lda_4800K_data.las
T:\Teach\Temp\JaneDoe\FE444\Lab10\clipplotl.las 975984 567628 976184 567828.
However, if you are not in the Fusion folder to run the same command you have to type the
following command (considering that you do not want to navigate to the Fusion folder in DOS:
C:\Fusion\clipdata /shape:1 T:\Teach\Temp\JaneDoe\FE444\Lab10\lda_4800K_data.las
T:\Teach\Temp\JaneDoe\FE444\Lab10\clipplotl.las 975984 567628 976184 567828.
If the Fusion folder is installed under the folder Program files, or any other folder that contains
spaces, then the syntax has to be changed to
“C:\Program Files\Fusion\clipdata” /shape:1
T:\Teach\Temp\JaneDoe\FE444\L ab10\lda_4800K _data.las
T:\Teach\Temp\JaneDoe\FE444\L ab10\clipplotl.las 975984 567628 976184 567828
As you see the path now is within quotation marks because a space means something for DOS,
which means that you should specifically state that the space is a part of a path not part of the
DOS command. This task is completed by including within quotation marks the path.
The parameters, or the switch as they are called in Fusion, required by the clipdata command and
present in the example above are the following:

e clipdata is the FUSION executable command
/shape:1 denotes a circular shape.
T:\Teach\Temp\JaneDoe\FE444\Lab10\lda_4800K _data.las specifies the input las file.
T:\Teach\Temp\JaneDoe\FE444\Lab10\clipplotl.las defines the output (sample) las file.
The last four numbers are geo-coordinates that define the bounding box of the circular
shape.

If you want to have the point cloud normalized, meaning subtract the ground from the elevation
of each return then you could enhance your command by adding the following switches:
/dtm:T:\Teach\Temp\JaneDoe\FE444\L.ab10\4800k_ground_surface.dtm /height. The final
command should look like:
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C:\Fusion\clipdata /shape:1
/dtm:T:\Teach\Temp\JaneDoe\FE444\L.ab10\4800k_ground_surface.dtm /height
T:\Teach\Temp\JaneDoe\FE444\Lab10\lda_4800K _data.las
T:\Teach\Temp\JaneDoe\FE444\Lab10\clipplotl.las 975984 567628 976184 567828

e clipdata is the FUSION executable command

e /shape:1 denotes a circular shape.

e /dtm:T:\Teach\Temp\JaneDoe\FE444\Lab10\4800k_ground_surface.dtm denotes the
bare-earth surface model used to normalize the LIDAR data (subtract the bare-earth
surface elevation from each lidar point elevation).

e /height is used in conjunction with the specified dtm to convert all elevation values to
height above ground.

e T:\Teach\Temp\JaneDoe\FE444\Lab10\lda 4800K _data.las specifies the input las file.

o T:\Teach\Temp\JaneDoe\FE444\Lab10\clipplotl.las defines the output (sample) las file.

e The last four numbers are geo-coordinates that define the bounding box of the circular
shape.

After submission and complete execution of clipdata command, navigate to the output folder
directory (T:\Teach\Temp\JaneDoe\FE444\Lab10) and verify that the files clipplotl.las was
created.

REMEMBER: make sure that you use the proper slashes. Forward slashes (/) for switches and
back slashes (\) for file paths. Bad things can happen if you use the wrong slash! Also
remember to place a single space between all commands, switches, and file paths.

10.4.1 clipplots batch file in ‘Notepad’

You can create the three las files with points for each plot by typing the command on DOS three
times and changing the coordinates. However, you can do the same task in Notepad, which is
way more user friendly than DOS, then submit the all the code at once as a batch file.

To create a batch file simply copy the syntax for plot 1 three times, then change the coordinates.
The syntax should look similar to the following code where 3 plots are clipped and normalized
(the color shows the there is one line of code for each plot, even that it is on two lines in Word):

c:\Fusion\clipdata /shape:1 /dtm:T:\Teach\Temp\JaneDoe\FE444\L ab10\4800k_ground_surface.dtm /height
T:\Teach\Temp\JaneDoe\FE444\Lab10\lda_4800K_data.las T:\Teach\Temp\JaneDoe\FE444\Lab10\clipplotl.las 975984 567628 976184 567828
c:\Fusion\clipdata /shape:1 /dtm:T:\Teach\Temp\JaneDoe\FE444\L ab10\4800k_ground_surface.dtm /height
T:\Teach\Temp\JaneDoe\FE444\Lab10\lda_4800K_data.las T:\Teach\Temp\JaneDoe\FE444\Lab10\clipplotl.las 977110 566582 977230 566701
c:\Fusion\clipdata /shape:1 /dtm:T:\Teach\Temp\JaneDoe\FE444\Lab10\4800k_ground_surface.dtm /height
T:\Teach\Temp\JaneDoe\FE444\Lab10\lda_4800K_data.las T:\Teach\Temp\JaneDoe\FE444\Lab10\clipplotl.las 974760 566560 974880 566680

Tip: An easy way to avoid typos when entering file paths is to navigate to the file in windows
explorer and then copy and paste the path into your batch file from the address line

10.4.2 View plot data in Fusion

222



Remote Sensing and Photogrammetry - Forestry Applications

1. Ensure that the Image File (Orthophoto_4800k.jpg) and that the three POI’s from Part 1
of this exercise are loaded and visible.

2. Click the Raw data button in the Fusion window.

3. If the file Ida_4800K _data.las is still loaded, click the Delete button to remove it.

4. Click the Add File button.

5. Navigate to and select clipplotl.las.

6. Hold the shift key down and select the last file, clipplot3.las, to select all three lidar plot
subset files.

7. Click the Open button.

8. Give each data file a different color and change the Symbology. Select one of the rows
(each row is a data file) in the Data Files dialog and for each selected row:
a. Click the Properties button (or double-click the item).
b. Change the Symbol to Single Pixel.
c. Change the line color to a distinct color.
d. Click OK.
9. Click the check box next to the Raw data button to display the three lidar subsets. Your
results should be similar to the following graphic.

[# Untitled - Fusion
Eile Edit Vew Tooks Hep
Do & & ¢

X: 977602.44 Y: S68676.22 Iimage: X: 4125 Y: 2920 cokr:R: 31 G: 49 B: StRectangle 123456.12 by 123456.12

10. In your Sample options dialog ensure that you have selected a Stroked box sample shape
and click OK.

11. Now, drag a sample over one of the plots and the lidar subset will display in the LDV, as
in the following graphic.
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LDV - V1,49 - USDA Forest Service — Pacific Northwest Research Station

10.5 Plot Metrics

Various plots metrics can be computed with LTK. By now you should know that typing a LTK
command anywhere on DOS will not work, except if you are located in the proper folder, which
as | said, is likely to be C:\Fusion. To extract the cloud metrics using the command prompt first
open the DOS Command prompt, navigate to c:\Fusion folder, and type cloudmetrics to explore
the syntax of the cloudmetrics command.

Navigate to the CloudMetrics section in the Fusion manual for more info.
1. The syntax for the cloudmetrics command is:
CloudMetrics [switches] InputDataSpecifier OutputFileName

2. The InputDataSpecifier can be a LIDAR data file, name of a text file containing a list of
lidar file names (must have .txt extension), a catalog file, or individual file name. In our
case, we will use a text file containing a list of lidar file names. Let’s create that now.

3. Use Notepad to create the InputDataSpecifier: a text file containing the list of the three
clipplot#.las files you created in Lab 9. (see following snapshot).
L C\Users\strimbub\Box\Courses\FE444\FE444 2018\Week 10\Week10_Data\LTK\plot_metrics.txt - Notepad++

File Edit Search View Encoding Language Settings Tools Macro Run Plugins Window 2
a = OOLI:U [-J:-' i %g x| 2 = :EJDB & | [e]
Ecli:::::lc:tg bat =] plot_metrics.txt (X ‘

1 T:\Teach\Temp\JaneDoe\FE444\Labl0\clipplotl.las
2  T:\Teach\Temp\JaneDoe\FE444\Labl0\clipplotl.las
T:\Teach\Temp\JaneDoe\FE444\Labl0\clipplotl. las|

* They may also be called “Plotl.las” “Plot2.las” and “Plot3.las”
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4. Name the file plot_metrics.txt and save it in the
T:\Teach\Temp\JaneDoe\FE444\Lab10\ folder.

5. Open Notepad to create a cloudmetrics batch file. Use the following switches and
parameters to create your batch file:

a. C:\Fusion\cloudmetrics Fusion’s command line executable

b. /id, use file name to identify output

c. /new, creates a new output file and deletes any existing file with the same name.

d. /above:12, compute various cover estimates using the specified height break, in
this case the height break is 12 feet. Please refer to Appendix 1 of this chapter for
how cover metrics are computed.

e. /minht:3, only use returns above a certain height to compute metrics. By choosing
3 feet we will exclude “ground” returns from our output stats. The units are in feet
because the las file has the coordinates x and y in m and the elevation in feet.
Fusion does not know how to convert from one coordinate system to another, so
you should always be aware that all input files should be in the same coordinate
system.

f. T:\Teach\Temp\JaneDoe\FE444\Lab10\plot_metrics.txt InputDataSpecifier, in
this case we have used a text file containing a list of the multiple file names, with
full file paths included.

g. T:\Teach\Temp\JaneDoe\FE444\Labl0\outmetrics.csv Output Data File, this
designates the output file name. Note: we include the full file path, if the path is
incorrect, or doesn’t exist, the output file will not be created!

Your syntax should look similar to the following:
C:\Fusion\cloudmetrics /id /new /above:12 /minht:3
T:\Teach\Temp\JaneDoe\FE444\Lab10\plot_metrics.txt
T:\Teach\Temp\JaneDoe\FE444\L ab10\outmetrics.csv

6. Once completed save the file as clmetrics.bat. The csv part is missing from the
screenshot to ensure legibility.

| *C:\Users\strimbub\Box\Courses\FE444\FE444_2018\Week 10\Week10_Data\LTK\cImetrics bat - Notepad++ - X
Ele Edit Search View Fncoding Language Setiings Tools Macio Bun Plugins Window 2 X
cHEB & 2C hg xR STEEEA@m®= @ B Q| =

(=] B . #=] cimetrics bat E3
” = \F T imetri /id /new /above:12 /minht:3 T:\Teach\Temp\JaneDoe\FE444\Labl0\plot_metrics.txt T:\Teach\Temp\JaneDoe\FE444\Labl0\outmet ucs‘

7. InDOS at the T: \Teach\Temp\JaneDoe\FE444\Lab10\ prompt, type clmetrics and hit
Enter. Conversely, navigate to the location of the clmetrics.bat file and double click it.
a. If you receive an error or the command will not run (after you have checked your
syntax, please refer to Appendix 1 of this document).
8. After the program finishes, open the output file (outmetrics.csv) in Excel. The output .csv
file looks close to the follows screen shot (one output line for each of the input data files):
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Data Review View Add-ins Acrobat

AN oo W = Weap Tent General ;"-'.»'_n 2 S v > ’: /\j/ fj
Mo A~ E F JF ik t®  -if Merge & Center ~ $ =% 9% 8 Conditional Format Ce Insert  Delete Format = : ot & Find &
- = e Formatting ~ as Table ~ Styles ~ v v ' L8 Iter = Select
')
C ] 3
FileTitle Total return count above 3.00 Return 1count above 3.00 Return 2 count above 3.00 Return 3 count above 3.00 Return 4 count above 3.00 Return 5 count above 3.00 F
clipplotl 3784 2783 878 116 7 0
clipplot2 693 577 109 12 1 0
clipplot3 3670 2862 724 78 6 0
| I = |
{55 (00| 200%( 1 N

Not only does FUSION calculate metrics for elevation of each return, it also calculates the
metrics for intensity if the information is available. At this point in the development of aerial
discrete return lidar technology, the intensity values are not normalized, so they are not ideally
suited for analytical work. Hopefully in the future this will change and these metrics can be used
in more analysis

Lidar has proven itself, through validated research, to directly and accurately measure
height and % canopy cover of forest vegetation. So let’s now take a closer look at our plots to see
if we can understand how the metrics reflect what we see in the field and the lidar point cloud.

We have presented a variety of information for each plot in the following figure. Our
hope is that by presenting the lidar point cloud visualizations, a site photo, and a selection of the
cloudmetrics all together you will start to understand how lidar technology measures/collects
information about forest landscapes. Let’s point out some obvious correlations:

e 9% Canopy Cover ranges from 90% (plot 1) on the old growth site to 15% (plot 2) on the site
that was treated with heavy thinning. Plot 3 falls somewhere in the middle, which makes
sense. This is easily visualized when you inspect the overhead view of the point cloud.
Remember the point clouds are colored by height, hence any blue is the ground below the
canopy.

e The standard deviation is lowest in the lightly thinned stand (plot 3), this would indicate that
the returns are more evenly distributed through the canopy. Could that be an indication of an
evenly distributed vertical canopy structure? Take some time to explore some of the other
metrics in outmetrics.csv. Can you find any interesting correlations? Refer to the
CloudMetrics section of the Fusion manual for more explanation.

The cloudmetrics output is most often used with the output from the ClipData program to
compute metrics (just as we did in part 1) that will be used for regression analysis. The next step
in the regression analysis would be to explore relationships between field data recorded at the
plots and the plot metrics we calculated using FUSION. Once these relationships are established
using any number of analysis techniques (linear regression, random forest, etc....) you can apply
the resulting equations across your whole study area. To do this you would need to compute the
same metrics you did for the plots across the lidar acquisition. The GridMetrics FUSION
command computes the same metrics as CloudMetrics, but the output is a raster (grid) format
with each record corresponding to a single grid cell. In this part of the exercise, we will compute
GridMetrics for the example data set.
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10.6 Grid Metrics

1. Open DOS, navigate to c:\Fusion folder and type in gridmetrics to explore the full syntax.

2. Go to the GridMetrics section in the Fusion manual for more info.

3. Start a new Notepad document and save it as grdmetrics.bat in the Lab10 folder. Use the
following switches and parameters to create your batch file:

a. C:\Fusion\Gridmetrics: Fusion’s command line executable

b. /minht:3 Switch to only use returns above a certain height to compute metrics. By
choosing 3 feet we will exlude “ground” returns from our output stats.

c. /nointensity: Switch for excluding intensity metrics.

d. T:\Teach\Temp\JaneDoe\FE444\Lab10\4800k _ground_surface.dtm: File path
for the bare-earth surface model used to normalize the LIDAR data (subtract the
bare-earth surface elevation from each lidar point elevation).

e. 12: Parameter for a 12 foot height break for calculating cover metrics.

20: Parameter for a 120 foot cell size, usually correlated with a fixed plot size.

T:\Teach\Temp\JaneDoe\FE444\Lab10\metrics.csv: Output data file path.

Note: we include the full file path. If the path is incorrect, or doesn’t exist, the

output file will not be created.

h. T:\Teach\Temp\JaneDoe\FE444\Lab10\lda_4800k_data.las: Input data file
path. In this case we have used our single lidar tile. In a project scenario you will
probably designate a number of tiles.

I. Your syntax should look similar to the following:

C:\Fusion\Gridmetrics /minht:3 /nointensity
T:\Teach\Temp\JaneDoe\FE444\Lab10\4800k_ground_surface.dtm 12 120
T:\Teach\Temp\JaneDoe\FE444\L ab10\metrics.csv
T:\Teach\Temp\JaneDoe\FE444\Lab10\lda_4800k_data.las

«

J.  In DOS navigate to T:\Teach\Temp\JaneDoe\FE444\Lab10\ and type in
grdmetrics to run the command.

k. After the program finishes, navigate to T:\Teach\Temp\JaneDoe\FE444\Lab10\.

I.  Open the output file (metrics_all_returns_elevation_stats.csv) in Excel. The
output csv file looks as the figure below (one output line for each grid cell):

) 19 ; ietrics_all_returns_elevation_stats.csv - Microsoft Excel - B X
4
Hom Insert Page Layout Formulas Data  Review View Add-Ins Acrobat @ - ° X
=9 — = = S 5 -
{® Calibr (LA x| [ || | S wepTen General Cm T R
23 - g- Z
Paste ) B Z U-E~-S-A-|E ® 3 IFHE| EHMeage&Center~ |$ - % o |[18 % Con Inset Delete Format _ Sort& Find&
- — Forma - - - < " Filter - Select ~
pboard Numk
Al - fe | row ¥
A 8 C D E F G H ] ) K L M N 0 P Q R s |
1 frow Icol centerX centerY Total return «Elev minir Elev maxii Elev mear Elev mod¢Elev stddeElev variaiElevCV  EleviQ  Elevskew Elev kurtoElev AAD Elevll Elevi2 Elevid [ _]
26 0 973560 569280 332 3.1332  25.4663 9.7928 7.7417 4.9255 24.2609 0.503 6.1369 1.1102 3.6824 3.8922 9.7928 2.6578 0.6621 L
3 26 1 973680 569280 508 3.012 26.4747 11.1444 10.8329 5.2179 27.2264 0.4682 8.355 0.4684 2.4303 4.3442 111444 2.9678 0.3209
4 26 2 973800 569280 387 3.0068 24.5174 7.7126 4.3726 3.5981 12.9465 0.4665 4.6669 1.0194 3.8668 2.8718 7.7126 1.9684 0.4231
5 26 3 973920 569280 460 3.0078 26.1718 8.6759 5.2139 3.8139 14.546 0.4396 5.7573 0.7376 3.3112 3.1407 8.6759 2.1356 0.3189
6 26 4 974040 569280 786 3.0189 156.5804 80.0492 117.5806 41.0662 1686.437 0.513 67.0891 -0.522 2.0038 35.1586 80.0492 23.1458 -3.6136
26 5 974160 569280 1959 3.28 172.0223 116.0778 126.4887 31.0293 962.8176 0.2673 26.4117 -1.5987 5.76 21.8355 116.0778 15.7101 -4.2482
8 26 6 974280 569280 1886  3.3541 156.3187 102.0753 110.1865 28.6391 820.1988  0.2806 30.0237 -1.2422 4.7567 21.1798 102.0753 15.1474 -3.2646
25 7974400 569230 236 31784 162,996 1013232 1122603 351166 1233179 03466 377539 10047 33188 272766 1013232 18949 .4 3959

4. Let’s note a few things about the output CSV file.
a. You should notice that each row has a column denoting the center x and center y
for that grid cell.
b. As you scroll through the file you may see some rows that have —9999 values, this
is FUSION’s nodata value.
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c. Cloudmetrics and GridMetrics produce the same metrics. This capability in
FUSION makes it possible to model relationships observed between lidar plot
metrics and field plot measurements and then apply them across the entire lidar
acquisition. Any of the rows in the CSV file can be converted into ASCII files and
exported into a GIS for analysis/modeling. Let’s export one of the metrics
(columns) now.

10.7 OPTIONAL. Prepare the CSV2GRID command to export one of the
columns and create an asci file representing the % Canopy Cover Metric

1. Open DOS and navigate to c:\Fusion. Then type CSV2Grid to study the syntax.

2. Go to the CSV2Grid section of the Fusion Manual for more info.

3. Let’s create our script to extract the metrics from our study area. Start a new Notepad
(.txt) document and save it as covergrd.bat in the lab 10 folder. Use the following
switches and parameters to create your batch file:

a. C:Fusion\csv2grid Fusion’s command line executable

b. T:\Teach\Temp\JaneDoe\FE444\Lab10\metrics_all_returns_elevation_stats.c
sv InputDataFile, our output from the Gridmetrics command

C. 49 denotes column 49 in the gridmetrics csv output file. Column 49 correlates to
the % cover calculation for each cell or “Percentage first returns above 12.00”.

d. T:\Teach\Temp\JaneDoe\FE444\Labl0\cover_ grid.asc Output Data File, output
grid in ascii format. This will allow us to use the data in a GIS.

e. Your syntax should look similar to the following:

C:Fusion\csv2grid

T:\Teach\Temp\JaneDoe\FE444\Lab10\metrics_all_returns_elevation_stats.csv 49

T:\Teach\Temp\JaneDoe\FE444\Lab10\cover_grid.asc

f. In DOS navigate to c:\fusion and copy the command above then execute it or
navigate to T:\Teach\Temp\JaneDoe\FE444\Lab10 and double click the
covergrd.bat file.

g. Now open ArcMap, navigate to and load your new ASCII file (cover_grid.asc).
Ignore the spatial reference warning. Note: In the future you will want to define
the projection of your lidar derivatives, which will be the same as the raw lidar
data. ArcMap does not recognize FUSION’s projection so you have to manually
redefine it!

h. In the Search bar type in Calculate Statistics and run that tool for cover_grid.asc
(there is no need to define an area of interest).

i. Right click on cover_grid.asc in the index and select Properties from the drop
down menu.

J.Under the Symbology tab, select Classified and your desired color ramp. Click
Apply. Your ArcMap display should now look somewhat similar to the following
graphic.

228



Remote Sensing and Photogrammetry - Forestry Applications

k. Add the lidar reference image, orthophoto_4800K.jpg, to your map display.

I. Explore both layers together for a few moments. Based on your image
interpretation skills does the % Canopy Cover lidar derivative layer correlate
with the photo. Do you think this would be a good GIS layer for your whole
forest?!

m. Any of the metrics calculated in the Gridmetrics CSV output file can be exported
into grid format and added to your GIS for analysis.

10.8 Appendix: Create an Excel spreadsheet

A very effective method for creating a batch file is by using MS Excel. The advantage of
creating such a file in a spreadsheet is the facility to generate series of incremented field entries
and to be able to concatenate several fields into a single text string. We’re only extracting LIDAR
subsets for three plots in order to keep this exercise relatively quick and manageable. However,
the real value of this batching process will only become obvious when you want to extract a large
number of LIDAR subsets. The three plot centers (made up for the sake of this exercise) have the
following locations (Xc, Yc in the same units and coordinate system as the lidar data) and they
have a diameter (D) of 120 meters shown below in the table:

Xc Yc D

975463 | 568226 | 120
977170 | 566641 | 120
974820 | 566620 | 120

1. Open Excel
2. Name the first Worksheet tab boxcalc
3. Name the second Worksheet tab batcomp
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A B C D E F G H |
1 PlotiID Xc Yc D r xmin ymin xmax ymax
2 plot1 975463 568226 120 60 975403 568166 975523 568286
3 plot2 977170 566641 120 60 977110 566581 977230 566701
4 plot3 974820 566620 120 60 974760 566560 974880 566680
5
R | boxcalc| - batcomp clipplots1 J
Ready |
4. Create column headings labeled: Command, Input File, and Output File.
5. Command Column: this contains the path to and name of the fusion command line

executable— in this case clipdata.

6. Input File Column: contains the path and name of the lidar data set. This example
contains only one file from which data will be subset (Ida_4800K _data.las) but more
can be used as required.

7. Output File Column: contains the path and filename of the output file (the plot
subsets). They were built by concatenating the path, the plot-id listed in the boxcalc
worksheet and the extension of the file: =CONCATENATE("b.

T:\Teach\Temp\JaneDoe\FE444\Lab10",boxcalc!A2,".las")

8. The values in the next four columns are the column headings and min and max values
for the bounding box copied from the boxcalc worksheet.

9. Referencing a cell from another worksheet in the same spreadsheet is done by adding
the name of the worksheet followed by an exclamation mark: ex: =boxcalc!F2

10. The final column will be labeled Full Syntax which will be a concatenation of all of
the previous columns and the insertion of the /shape:1 switch=CONCATENATE(A2,"
/shape:1",B2," ",C2," ",D2," ",E2," " F2," ",G2)

The results for the first row of the Full Syntax Column should look like:

.\clipdata /shape:1 b. T:\Teach\Temp\JaneDoe\FE444\Lab10\lda_4800K_data.las c b.
T:\Teach\Temp\JaneDoe\FE444\Lab10\clipplotl.las 975403 568166 975523

568286

11. Next, copy Column H (the Full Syntax Column) and paste its values (Paste Special |
Values) in another worksheet named bat:

12. Save your Excel spreadsheet (any name and location that makes sense to you) but
don’t close the spreadsheet.

13. Save the bat worksheet, which should look like the following graphic (it should be a
text file named clipplotsl.bat in your batch file directory).

14. Type clipplotsl in the command prompt and hit enter to let it run.

15. Using Windows Explorer, navigate to the output folder directory
(T:\Teach\Temp\JaneDoe\FE444\Lab10) and verify that the files clipplotl.las,
clipplot2.las and clipplot3.las were created.
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10.9 Questions

How many points are stored in each of the three plot las files?

What is the area of plot #2?

What is a normalized points cloud?

Do you need to normalize the point cloud if you plan to measure the height of the trees
using Fusion? Justify your answer with 2-3 sentences at the most

What is the average height of plot #1?

What is the height of the tallest tree in plot #1, 2, and 3?

What is the height of the smallest tree in plot #1?

What are the factors affecting tree heights from lidar point cloud? (look at the notes)
Is the height computed from lidar overestimating or underestimating the tree height?
O What is the expected accuracy of height estimated from lidar point cloud?
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